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1. Introduction

Models defined by moment inequalities (and possibly some
equalities) have gained substantial popularity over recent years
as researchers try to move away from ad hoc structural assump-
tions in various areas of economics.' Model selection problems in
this context arise naturally when researchers consider more than
one economic theory, each generating a set of moment inequali-
ties, or when they consider different parametrizations to form the
moment functions. While there is an emerging literature on pa-
rameter inference for moment inequality models, a procedure for
model selection has not been available.? Existing model selection
methods for standard models (e.g. Vuong, 1989, Kitamura, 2000,
AIC, or BIC) are not applicable because moment inequality models
are non-traditional in the ways discussed shortly below.

E-mail address: xshi@ssc.wisc.edu.

1 They have been used to model discrete games with multiple equilibria
(Andrews et al., 2004, Ciliberto and Tamer, 2009), to deal with missing or interval
data (Manski, 2005), to study dynamic games that are otherwise too complicated to
analyze empirically (Pakes et al., 2007, Pakes, 2010) and to increase the precision of
estimators in dynamic macroeconomics models (Moon and Schorfheide, 2009).

2 A non-exhaustive list of papers on parameter inference of moment inequality
models includes Chernozhukov et al. (2007), Andrews and Barwick (2012), Bugni
(2010), Canay (2010), Romano and Shaikh (2010), Andrews and Guggenberger
(2009), Andrews and Soares (2010) and Andrews and Shi (2013a,b).
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This paper provides a way to select the better model from
two competing moment inequality models. We design quasi-
likelihood-ratio tests for the null hypothesis that both models
are equally close to the true data distribution in terms of the
Kullback-Leibler (KL) divergence. When the null does not hold,
the tests direct the researcher to the model that is closer to the
true distribution with probability approaching one. Our tests are
relatively easy to compute for two reasons. First, they use standard
normal critical values. Second, although the sample criterion
functions can have multiple (or even a continuum of) maximizers
due to partial identification, one does not need to compute all the
maximizers to implement the tests.

Moment inequality models are non-traditional in two ways.
First, parameters in these models typically are not point-identified.
For that reason, the maximizers of a sample criterion function do
not converge to a point in the parameter space. Thus, traditional
model selection methods that rely on the asymptotic normality of
the maximizers do not apply. Second, moment inequality models
have slackness parameters whose (pseudo-) true values may be
on the boundary of the parameter space.’> The parameter-on-the-
boundary problem makes the criterion function for the original

3 One can view the moment inequality model Em(X;, #) > 0 as a moment
equality model with an additional parameter a: Em(X;, ) — a = 0. The additional
parameter is the slackness parameter. The space of a is Ri” . The true value of a is on
the boundary ofRi"1 whenever a moment inequality holds as an equality under the
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model parameters non-differentiable even in the limit. The non-
differentiability can occur anywhere in the original parameter
space. Thus, the first-order-condition method or the standard
quadratic approximation method cannot be used to derive the
convergence rate of the estimators.

The first nontraditional feature prompts us to develop a new
technique utilizing the stochastic equicontinuity of certain em-
pirical processes to show the asymptotic normality of the quasi-
likelihood ratio statistic and the consistency of an estimator of its
asymptotic variance. The technique does not require any conver-
gence rate of the sample maximizers. We only need a weak notion
of consistency: the sample maximizers approach the pseudo-true
set as the sample size goes to infinity. This technique potentially is
useful to establish the asymptotic distribution of the Vuong (1989)
test statistic in parametric models and moment equality models as
well when the Hessian matrix of the likelihood ratio is not invert-
ible.

The asymptotic normality and the consistency results men-
tioned above are sufficient for developing a valid model selection
test if the asymptotic variance of the quasi-likelihood ratio statis-
tic is bounded away from zero. The latter condition holds when the
two models compared are non-overlapping in the sense defined in
latter sections. When the two models are overlapping, the conver-
gence rate of the sample maximizers is needed.

The second nontraditional feature of moment inequality models
made the traditional approaches to derive convergence rate not ap-
plicable. We modify the standard quadratic approximation method
and construct quadratic upper and lower bounds for the sample
and population criterion functions. Combining those bounds, we
show that the sample maximizers approach the pseudo-true set at
n~2-rate. The rate is then used to motivate an adjustment factor
to the studentized quasi-likelihood ratio statistic. The adjustment
factor guarantees that the adjusted test is uniformly valid for over-
lapping models.

The tests proposed in this paper extend the Vuong test (for max-
imum likelihood models) proposed in the seminal paper Vuong
(1989) to models defined by moment inequalities. As such, this
paper belongs to the literature that extends Vuong (1989) to
various other types of models. Kitamura (2000) and Rivers and
Vuong (2002) extend the Vuong test to models defined by mo-
ment equalities. In particular, Kitamura (2000) employs expo-
nential tilting criterion, which is adapted to moment inequality
models in the current paper. Chen et al. (2007) propose a Vuong-
type procedure to select between a parametric model and a mo-
ment equality model. All these previous papers assume that the
true parameters are point-identified and are in the interior of the
parameter space. These assumptions are suitable for parametric
models and moment equality models, but not for the moment in-
equality models considered in this paper. On the other hand, this
paper does not make those assumption. Thus, our tests apply to
point or partially identified moment inequality or equality models
with or without parameter on the boundary. In the special case of
non-overlapping point identified moment equality models with-
out parameter on the boundary, our test is the same as Kitamura’s
(2000).

In addition to addressing the partial identification and para-
meter-on-the-boundary problems, another important feature dis-
tinguishing our tests from the other Vuong-type tests is that we
choose the critical values based on uniform asymptotics which
guarantee correct asymptotic sizes of the tests. Vuong-type tests
with critical values chosen based on pointwise asymptotics may
have size distortion when the candidate models are overlapping.

true data distribution. In this example, {X;} is the data, m is a R%"-valued moment
function and @ is a finite-dimensional parameter.

The reason is that the pointwise asymptotic distributions of the test
statistics are discontinuous in the data generating process. When
the data generating process is close to the discontinuity point, the
finite sample distributions of the test statistics are not well ap-
proximated by their pointwise asymptotic distributions. The poor
approximation causes size distortion in finite samples (Shi, forth-
coming). We adjust the test statistic in the overlapping case to take
into account the discontinuity and by doing so control the asymp-
totic size of the tests uniformly.

An alternative to our Vuong-type framework is the Cox (1961)-
type nonnested hypothesis testing framework. For a Cox-type test,
the null hypothesis is that a model & is correctly specified and
the alternative hypothesis is that an alternative model @ is cor-
rectly specified. Though frequently used to choose one model
from multiple candidate models, Cox-type tests are intended as
a procedure for model evaluation rather than model selection. A
Cox-type test does not have a clear interpretation when both mod-
els are misspecified. For details on Cox-type tests, see the sem-
inal paper by Cox (1961), the survey papers by Gourieroux and
Monfort (1994) and Pesaran and Weeks (1999), generalizations
to the encompassing principle by Mizon and Richard (1986), and
the extension to moment equality models by Ramalho and Smith
(2002). It is of interest to extend the moment encompassing princi-
ple to partially-identified moment inequality models possibly us-
ing some of the techniques developed in this paper. We leave this
to a separate project.

The rest of the paper is organized as follows. Section 2 in-
troduces the model selection problem for moment inequality
models and gives a few examples. Section 3 presents prelimi-
naries on the pseudo-distance measure and the solution to the
distance-minimizing problem. Section 4 describes the tests, one
for non-overlapping models and the other for overlapping models.
Sections 5 and 6 establish the asymptotic size of the test for non-
overlapping models and that for overlapping models, respectively.
Section 7 determines the power properties of the tests. Section 8
presents Monte Carlo simulation results for a missing data exam-
ple. The proofs are in the appendix.

We use Ns(0) to denote a closed ball centered at # with radius §,
|- || to denote the Euclidean norm, and “<«” to denote “is absolutely
continuous with respect to (w.r.t., hereafter)”. We use X; to denote
an observation, X to denote the space on which X; is defined. We
use & and @ to denote the candidate models, and P and Q to denote
generic distributions in & and @, respectively. We use u to denote
a generic true distribution on X, which does not necessarily belong
to either of the models. We use Greek letters 6 and 8 to denote the
finite-dimensional parameters in the models, ® and B to denote
the corresponding parameter spaces, and m and g to denote the
moment functions.

2. Model selection problems

We consider two moment inequality/equality models & =
Upeo P9 and @ = Uy Qp, where 7 and @ are the set of
distributions that are consistent with the moment conditions for
parameters 6 and S, respectively:

Py = P: Eij(Xi,Q)=0f0r]::1,...,dp,
Epmj(X;,0) > Oforj=d,+ 1, ..., dy
_JQ: EggiXi, B) =0forj=1,...,dg,
@ —[ Eqg(Xi, B) > 0forj =dy+ 1, ..., dg (21)

In the above equation, {X; € X}, is a random sample
generated from u, m = (my, ..., Mg, , Mdy i1 - - mg,,) and g =
(81: - .-+ 8dg» 8dg+1+ - - - &ag)' are R and R%-valued moment
functions known up to the finite-dimensional parameters 6 and g,
respectively, ® C R%, B C R%, and Ep denotes the expectation
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under the distribution P. Either model can be over, just or under-
identified, that is, d, or dy, (dq or dg) can be smaller than, larger
than, or equal to dy (dg). The true distribution ;- may or may not
belong to either model. Model & is called correctly specified if
u € & and is called misspecified otherwise.

The goal of this paper is to compare models & and @ and select
the one that is closer to the true distribution w in terms of a pseudo-
distance measure. Let d(P, n) be a pseudo-distance between a
distribution P and w. The pseudo distance from a model & to w is
defined by d(#, ) = infpcp d(P, ). We want to construct model
selection tests for the null hypothesis

Hp : d(P, pn) = d(@, ).

The choice of d is discussed in the next section.

Now, we give a few illustrative examples of model selection
problems in the context of moment inequalities. Special cases of
Example 1 are studied in the Monte Carlo section (Section 8).

(2.2)

Example 1 (Interval Outcome in Regression Models). Consider the
regression models with interval outcomes in Manski (2005). A
model selection problem of potential interest is selecting different
regressors or functional forms for the regression functions. Let
Y be a latent random variable (e.g. wealth) that is not perfectly
observed. Only an upper bound, Y, and a lower bound, Y, on Y
are observed. Let X be a vector of explanatory variables and Y =
r(X, 8) 4+ ¢, where r is a function known up to a finite-dimensional
parameter 6. Let Z be a vector of potential instrument variables
suchthat E(e-1(Z)) = 0 for some positive (vector-valued) function
I of Z. Then, the models £ = Ugcp # and @ = Ugep @g Where

Py ={P: Ep[(Y — n (X, 0DI(2)] = 0&Ep[ (11 (X, 6) — )I(Z)] > 0}
Qp =1{Q : Eo[(Y — (X, BNI(D)] = 0& E[ (1 (X, B) — VI@D)] > 0}, (2.3)

where r; and r, are two regression functions. Note that the
distributions P and Q are defined on the space of the observed
random variables (Y, Y, X, Z).

Another model selection problem arises when one considers a
different choice of instruments. The formulation of the competing
models is similar to (2.3), except that ry and r;, are the same and we
have I; instead of I in model & and I, in model @.

Example 2 (Interval Regressor in Regression Models). Consider the
regression models with interval regressors in Manski and Tamer
(2002). Let Y be a continuous dependent variable, v be a regressor
that is not observed perfectly butin intervals [v, v]. Let X represent
other regressors. Assume that E(Y|X,v) = f(x,v,0), where f
is a function known up to the finite-dimensional parameter 6.
As in Manski and Tamer (2002), if we assume that f is weakly
increasing in v, we obtain the moment inequality model & =
Ugeo Py, Where

where I(X, v, v) can be any vector of positive instrument func-
tions. On the other hand, if we assume that f is weakly decreasing
in v, we have a different moment inequality model @ = Ugcp Qp,
where

Qp = {Q 1 Eo[(fX, v, B) = V)X, v,0)] =0
&Eo[(Y —f(X, v, B)I(X,v,0)] = 0, € B}. (2.5)

By comparing models & and @, one can determine which sign
assumption on df /dv is more consistent with the data.

4 Note that the probability measure P’s are defined on the space of (Y, X, v, v).

Example 3 (Entry Game — Cross-firm Effect). Consider the entry
game example discussed in Tamer (2003), Andrews et al. (2004)
and Ciliberto and Tamer (2009). Consider a 2 x 2 version with the
following payoff matrix:

Firm 2
0 1
Firm1 0 0,0 0,X36, — &,
1 X;F)]*S],O X1/01+01*€1,X502+027€2

The observable random variables are the market characteristics
X = (Xq,X2)’ and the game outcome Y. The variable Y may take
four values: (0, 0), (0, 1), (1, 0) and (1, 1), where the two numbers
in the parenthesis are the equilibrium actions of firm 1 and firm
2, respectively. The coefficients 6; and 6, are the marginal effects
of the characteristics X on profits, and ¢; and &, are profit shocks
unobservable to the econometrician. The parameters a; and a, are
the cross-firm effects, which are the effects of the firms on their
opponents’ profit when they form a duopoly.

LetF, ¢, (-, -; 6;) denote the joint c.d.f. of &1 and &, F,, (+; 6,) the
marginal c.d.f.ofe;,and F, (+; 6;) the marginal c.d.f. of &;. The c.d.f.s
are known to the econometrician up to the finite-dimensional
parameter 6,. Assume that the firms have full information about
their own and their opponents’ payoffs and play a simultaneous-
move Nash game. Andrews et al. (2004) assume a; < Oanda;, <0
and obtain the moment inequality model #» = Uyco F», where

Py = {P: Ep[(pj(X,0) — 1(Y = j)I(X)] = 0, forj = (0,0) or (1, 1)
Ep[(pj(X,0) — 1(Y = j)ICO]1 = 0,j = (0, 1), or (1,0)}, (2.6)

0 = (0], 6y, a1, az,0)), I(X) is a vector of positive instrument
functions, and

P0.0yX,0) = 1—F (X{61; 6;) — Fe, (X362; 0;)

+Fep ey (X{@h Xé@z; 6;)
P01y X, 0) = Foy (X362; 0:) — Fe, o, (X161 + a1, X305; 6;)
Pa,0X, 0) = F, (X161; 0:) — Fe, o, (X161, X362 + a3; 6;)
P, X, 0) = Foy 0, (X161 + a1, X502 + a2; 6;).

On the other hand, if we assume a; > 0 and a, > 0, we obtain
a different model @ = Ugcp @, where

(2.7)

Qp = {Q : Eol(pj(X, B) — 1Y =j)IO] = 0,forj = (0,0) or (1, 1)
Eol(pj(X, B) — 1(Y = ))IX)] = 0,j = (0, 1), or (1,0)}, (2.8)

B = (01,05, a1, a,6,) and p; forj = (0, 0), (1, 1), (0, 1) and (1, 0)
are defined in (2.7).

In some industries, for example the shopping center industry
studied in Vitorino (2012), the sign of the cross-firm effect is
uncertain. A model selection test comparing the two models
above can determine which sign of the cross-firm effects is more
consistent with the data.

Example 4 (Entry Game — Testing Equilibrium Selection Mecha-
nism). Instead of being agnostic about the equilibrium selection
mechanism, one can also specify such a mechanism, as done
in Tamer (2003) among others. For example, in the case of negative
cross-firm effects, one can assume that the probability of (1, 0) is
H(X, y) in case of multiple equilibria. That yields a moment equal-
ity model:

Py = {P: Epl(pj(X,60) — 1(Y =j)I(X)] =0, forj = (0,0)or (1, 1)
Ep[(pj(X, 0) — pn(X, OHX, y) — 1Y =j)NIX)] =0,j= (0, 1)
for some (9, y) € © x I'}, (2.9)

where pm(xv 0) = F51,52 (X{@l, XéQZ; 0) — F51,52 (X{el — ap, XQQZ;

0) — Feley (X{91, Xﬁ92 —ay; 6;) + Fepe, (X{‘91 - a1,X§92 —ay; 0;)
is the probability that multiple equilibria occur.
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The equilibrium selection rule H(X, ) can be flexibly specified.
But even then, it imposes the fundamental assumption that
equilibrium selection only depends on observables. A model
selection test between & and 4, can help to determine whether
this assumption is consistent with the data. In this example, the
two models are nested.

Example 5 (Entry Game — Choosing Information Structure). Model
selection test also can be used to choose the information structure
of a game-theoretical model. Berry and Tamer (2006) show that
the entry game described in Example 3 can be modeled by a
different set of moment inequalities, if we assume that the firms
do not know their competitors’ idiosyncratic profits (g1, &) but
have beliefs about the distributions of (&1, £;). By comparing the
new moment inequality model to & (or @) in Example 3, one can
determine which information structure is more appropriate.

3. Preliminaries on the pseudo-distance measure

There are many possible choices of pseudo-distances on the
space of probability distributions. One may prefer one distance
to another in a specific problem. Since we deal with a generic
problem, we choose the Kullback-Leibler (KL) divergence. The KL
divergence from P to p is

d(P, 1) = {/p# logp,dp  ifP < p (3.1)
00 otherwise,

where p,, is the density of P with respect to .’ The pseudo-
distance above also is called the I-divergence, or the relative
entropy of P to w. For moment condition models, I-divergence mo-
tivates the exponential tilting estimation (Kitamura and Stutzer,
1997).

The rest of the discussions in this section - with the exclusion
of the formal assumptions and lemmas - are in terms of model &
but they apply to model @ as well.

In order to measure the distance from the model to the
true distribution, one needs to solve the minimization problem
infpcp d(P, ). The problem is solved in two steps:

inf d(P = inf inf d(P 2
132,,0‘1( s 1) Anf inf d(P, ), (32)
where % is defined in (2.1). The first step infpcsp, d(P, 1) is an

infinite dimensional minimization problem and can be solved
through a finite-dimensional dual problem. The second step
is a finite-dimensional minimization problem which may have
multiple solutions because model $ may be partially-identified.
We discuss both steps in the following subsections.

3.1. The dual problem

The first step minimization infpcp, d(P, 1) has a unique
solution, if the solution exists. The reason is that d(P, ) is strictly
convex in P and the set % is defined by constraints linear in P
and thus is convex. We follow Csiszar (1975) and call the solution
to infpep, d(P, u) the I-projection of 1 on . Denote the I-

projection as P; o- For models defined by equality constraints,

5 Note that the KL divergence is directional, thatis d(P, ) # d(u, P). This makes
our hypothesis different from that in Vuong (1989), which is based on d(u, P). The
duality results in this section are specific to our KL-divergence, but if one assumes
the duality as given, the test we develop later in Section 4 can be extended with ease
to the KL-divergence of the reversed direction, as well as to generalized empirical
likelihood distance measures. For brevity, we do not carry out the generalization,
but note that the general distance measure is used in Hsu and Shi (2013) in the
context of conditional moment inequalities.

Csiszar (1975) gives sufficient conditions for the existence of
P*e and shows that infpep, d(P, ) has a finite-dimensional
dual problem under those conditions. We adapt Csiszar’s (1975)
approach to the context of moment inequality models.

We introduce some notation first. For a data distribution w,
define the dual criterion functions as

M, (y,0) :=E, exp(y'm(X;,0)) and

, (3.3)
‘A//I.()"v B) = E[L exp()L g(Xi, /3))
Let the Lagrange multipliers for each 6 and § be
y,(0)=arg min  M,(y,0), and
yeR xRy m— p
(3.4)

M(B)=arg  min NGB,

AR xRE Y

where R, = R U {00, —00} and R} = R4 U {oo}. For every
0 € ©, y;(0) is uniquely defined under Assumption 1(a).

Assumption 1. (a) For all & € 6, E,|m(X;, 0)|> < oo and
E,[m(X;, 0)m(X;, 6)'] is positive definite,

(b)forallo € O, |ly;(6)|l < oo, and

(c) parts (a)-(b) hold with g, 8 and A in place of m, 6 and y.

Although Assumption 1(a) is not a standard assumption in the
moment inequality literature, it is standard in the (generalized)
empirical likelihood literature and is imposed in other model
selection test papers based on generalized empirical likelihood, for
example, Kitamura (2000). In the context of moment inequalities,
Canay (2010) also imposes this assumption in order to apply
the empirical likelihood approach. Assumption 1(b) requires the
model not to be too misspecified. A sufficient condition for
Assumption 1(b) that is easier to verify is Assumption 1(b)*
below.®
Assumption 1(b)*. Forall € © and all y € R x R{" %,
Pr,(y'm(X;, ) > 0) > 0.

To show the sufficiency, let y = (4, ..., v4,) be an arbi-
trary element in (R‘ig d"' d”) such that ||y| = oco. Let y°
(yf’,...,yj’m) where yj =1(y = 00) —1(y; = —00), and

"= (..., v,,) where ;' = y;-1(y; € R).By Assump-
tion 1(b)*, p° = Pr,(y®'m(X;,0) > 0) > 0.But y'm(x,0) =
oo x y%'m(x, 0) +ym(x, 6), which implies that y'm(x, ) = oo
if y%'m(x,0) > 0. Thus, Pr,(y'm(X;,0) = oo) > p° > 0.
This implies that Pr, (exp(y'm(X;, 8)) = o0) > po > 0. There-
fore, E, exp(y'm(X;,6)) > po x oo = oo for the y’s that
have 1nﬁmte norm. Now notice that E, exp(y ®)YmX;, 9)) :
mmyeR XRdm o E, exp(y’'m(X;, 0)) < E exp(0'm(X;, 0)) =

where the second inequality holds because 0 € R Rdm o,

This implies that y,;(¢) cannot have infinite norm, that s, Assump—
tion 1(b) holds.

Lemma 1 establishes that infpep, d(P, 1) is attained and can
be solved through a finite-dimensional dual problem under
Assumption 1.

6 Assumption 1(b)* is violated, for example, when the model is #» = {P :
Ep(X1i—0) > 0,Ep(6 —X3;) > 0},and X; ; < X5 ; a.s. [u]. To check, leta =(1,1).
Then, Pr,, (@'m(X;, 0) > 0) = Pr,,(X1; — Xp,; > 0) = 0.

7 Here we define 0o - 0 = 0.
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Lemma 1. Suppose Assumption 1 holds Then,
(a) forall 6 € O, the I-projection, P u ¢» Of 1L on Py exists and its
density w.r.t. u is

P50 = exp(y,1(0)m(x, 6)) /M, (v (6). 6),

(b) forall6 € ©,d(Pp, n) = —log[M, (v, (6), 6)],
(c) parts (a)-(b) hold with g, B, A, Q, Q and N in place of m, 6,
y,P, P and M.

3.2. The pseudo-true set and the pseudo-true distribution

The second step infimum in (3.2), infycp d(Py, ), is attained if
d(Pp, ) iscontinuous in @ and @ is compact. These are guaranteed
by Assumption 2.

Assumption 2. (a) The parameter spaces @ and B are compact, and
(b) with probability one, m(X;, -) and g(X;, -) are continuous in
® and B, respectively.

Lemma 2 shows that the infimum infyco d(#p, n) is attained
and has a saddle-point dual representation.

Lemma 2. Suppose Assumptions 1 and 2 hold. Then,
(a) there exists a * € © such that ,Mu(ylj‘(e*), 0*) = Ssupyce
M (7,9, 0),

(b) d(P,n) = —log |:max{;€(,, min N M (y, 9)]
and

() parts (a)-(b) hold with g, B8, A, q, Q, @ and N in place of m,
0,y,p, P, P and M.

Remark. The function y;(¢) usually has kinks because of the non-
negativity constraints in the minimization problem that defines it.
This reflects the parameter-on-the-boundary problem discussed
in the introduction. At the kinks, y;‘ (0) is not differentiable in 6.
The kinks can occur anywhere in @. Thus, the population criterion
function, M,L(J/,f (+), -) is non-differentiable.

Because model & can be partially-identified, Mﬂ(yl’: 0),0)
can have multiple maximizers. We call the set of maximizers the
pseudo-true set:

0, = argr(}]eeg(/%#(y:(@), ). (3.5)

The concept of “pseudo-true set” is generalized from the
“pseudo-true parameter” concept in the literature of misspecified
point-identified models. The prefix “pseudo” signifies the possibil-
ity that the model may be misspecified.

Similarly, we call the distributions that achieve minpcp d(P, 1)
the pseudo-true distributions of model # under p. Lemma 1
implies that the set of all pseudo—true distributions of model &
under p equals °* = {Pe 10 € @#} This set needs not be
a singleton in general (ie., the pseudo true distribution might not
be unique), but it is guaranteed to be a singleton in these important
cases:

(i) o € . In this case, 5’: {u}. This is simply because
d(u, n) = 0andd(P, u) > Oforany P # u by the property of
the pseudo-true distance d. Notice that in this case the pseudo-
true set @;‘; can still contain multiple values.

(i) u & &£, but @Z is a singleton. This is a natural assumption
if the moment equality/inequality model contains no fewer
equality restrictions than the number of parameters. For
example, our Examples 3 and 4 falls into this scenario if the
dimension of I(X) is at least half of the dimension of 6.

(iii) . ¢ &, but the moment function m(X;, ) depends on 6
only through a lower dimensional function of 6: 8 = b(6),
and {b@®) : 6 € @Z} is a singleton. In other words, if the
partial identification is only caused by over-parametrization,
the pseudo-true distribution, which does not depend on
parametrization, is unique.

The uniqueness of the pseudo-true distribution combined with
Lemma 1(a) implies that

V:(Q)/m(xi, 0) = V:(Q*),m(xi’ 6™)
as.[u]foralld, 0" € &. (3.6)

Eq. (3.6) is crucial for the quasi-likelihood ratio statistic defined
later to be asymptotically normal under Hy. Thus, we maintain the
following assumption for data distributions w that satisfy the null
hypothesis (2.2).

Assumption 3. The pseudo-true distributions, P; and Qj, of
models # and @, respectively, are unique under .

Remark. The assumption will only be imposed for u under Hy
and will not be imposed under the alternative hypothesis. This
makes it relatively weak.? In fact, based on the discussion above,
this assumption is guaranteed to hold under Hy in the following
important testing scenarios:

(i) # and @ are nested and the correct specification of the
nesting model is maintained. In standard models, researchers
are explicitly or implicitly in this testing scenario whenever
the textbook likelihood ratio test with a chi-squared critical
value is used. Thus, we believe this is a typical nested testing
scenario.

(ii) & and @ are nonnested, but the econometrician has the prior
knowledge that one of them is correctly specified. Then under
Hy, both are correctly specified and hence the pseudo-true
distributions are unique.

(iii) Both models are point identified (@;‘; and By, are singleton
sets), which is plausible when both models contain enough
number of equality restrictions.

(iv) Partial identification of both models can be reduced to point
identification by reparametrization.

4. Model selection tests

In this section we introduce the test statistics first. Then, we
formally define non-overlapping models and overlapping models
and discuss how the relationship between candidate models
affects the asymptotic distributions of the test statistics. Finally, we
describe the model selection tests.

4.1. Test statistics

We define the test statistics in this section and give informal
discussions on the asymptotics in order to introduce the tests. First,
observe that, by Lemma 2(b), the null (2.2) can be written as

Ho : max My (v, (0),0) = max Nu(Ay, (B, B). (4.1)

The test statistics are based on the sample analogue of the above
quantities.

8 In Supplemental Appendix E, we discuss how to remove this already weak
assumption completely using a sample-splitting technique.
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Let the sample criterion functions be

Ma(y.0) =n"") exp(y'm(X;.9)) and
= (42)

Na(h, B) =171 ) " exp(Kg(X;, B).
i=1

Let the sample saddle points be

Pa@) =arg  min  Mu(y,0),

d m—dp
YERP xR

n(p)=arg  min  Nu(hp),

d lg —dq
AR xR

O, = argmax My, (7,(9), ), and
0e®

B, = argmax N (Aa(B), B),
BeB

where @n and ﬁn are not necessarily singletons.
We use the quasi-likelihood ratio (QLR) statistic:

QUR, = max My (74(9). 0) — max K, (R (B). B). (44)

As we show in later sections, under Hy and appropriate
conditions,
n'QIR, —4aN(0, »?),
where o’, = E,[exp(y;; (6%)'m(X;, 6%))
2
— exp(A (B g (Xi, B9)]
with0* € ©} and p* € B},.° )

To form the tests, we also use a variance statistic: @2 =
USPAIN
@5 (6n, Pn), where

(4.5)

B20.8) =n1Y_[exp(pn(0)m(X;, 0)) — exp(Ra(8)g(X;. B))]”

i=1

_ (n1 Z[exp(f/n(e)’m(xi, 0))

i=1

2
— exp(in(B) g (X;, ﬂ))]) : (4.6)

and 5,1 and ,8,1 are arbitrary points in @n and E,,, respectively.'”
In practice, different choices of én and Bn in @n and En typically
give the same value for ’a?ﬁ(én, Bn) as we find in the Monte Carlo
experiments.

Under Hy and appropriate conditions

oy —p @, (4.7)

At this point, it seems that a simple test can be obtained using the
studentized QLR statistic: +/nQLR, /@, and the standard normal
critical value. This is indeed true if we know that w? is bounded
away from zero for all relevant data generating processes . This
is not true if we cannot rule out the u's for which aiis arbitrarily

close or equal to zero. To see why, notice that both QLR,, and 6% are
sample analogue estimators with estimated parameters plugged

9 By (3.6), wi is invariant to the choice of " € ©; and 8* € By.
10 Notice that the arbitrarily selected points @n and f},, do not necessarily form a
random sequence that converges in probability to any points in é')lj and Bl’j. This
differs from the point selection used in Santos (2011).

in. The estimation error in the parameter estimators is dominated
by the leading terms in the expansions of QLR, and 6% if the leading

terms are nondegenerate, that is, if wi is bounded away from

zero. But when wi gets arbitrarily close to zero, the estimation
error cannot be dominated and will show up in the asymptotic
distribution of \/nQLR,,/@,, causing it to be non-normal.

In light of this, we distinguish two testing situations according
to whether or not a)lz4 is bounded away from zero across all data
generating processes i. The two are specified in Definition NO
below. In the definition, we use the variation distance between two
probability measures:

|P—Q|:= / |dP/dR — dQ /dR|dR, (4.8)
where R is any probability measure with respect to which both P
and Q are absolutely continuous.'

Definition NO. The models » and @ are non-overlapping if
infpep, ge@ |IP — Q| > 0 and are overlapping otherwise.

Remarks. (a) Our categorization of the model relationships is sim-
ilar to but different from that in Vuong (1989). We distinguish
the two types based on uniform asymptotics—whether N(0, 1)
can uniformly approximate the finite sample distribution of the
studentized quasi-likelihood ratio statistic. Vuong (1989) distin-
guishes the two types - “strictly nonnested” and “overlapping” -
based on pointwise asymptotics. In particular, we treat models &
and @ as overlapping if it is possible for P; and Q; to get arbitrar-
ily close to each other, while Vuong (1989) does not treat them
as overlapping as long as P; # Qj under every null distribution
. Thus our “non-overlapping” concept is stronger than Vuong's
(1989) “strictly-nonnested”concept (i.e. # N @ = @). On the other
hand, when both models are variation-closed (that is, closed in
the topology defined by the variation metric defined above), be-
ing strictly nonnested implies being non-overlapping. A sufficient
condition for a moment inequality model & to be variation-closed
is that the moment functions are bounded and continuous in the
parameters, as shown in Supplemental Appendix D.

(b) The overlapping case includes the nested case, i.e. # C @ or
@ C 2. The results in this paper for overlapping models hold for
nested models except for Theorem 2(b).

According to our definition, the two models in (2.3) in Exam-
ple 1 are non-overlapping if r{ (X, ) # (X, ) forany 6 € ® and
B € B and are overlapping otherwise. The two models in Exam-
ple 2 are overlapping because both models are consistent with a
constant f. The models in Example 3 are overlapping because both
models are consistent with zero competition effect. The models in
Example 4 are overlapping because they are nested. However, it
is hard to tell whether or not the models in Example 5 are over-
lapping or non-overlapping because the moment conditions in the
two models have very different structure. It is difficult to know
whether the two sets of moment conditions can be simultaneously
compatible with one data generating process. In this case, we rec-
ommend assuming them to be overlapping to be on the safe side.

1T We use the variation distance in the Definition NO because a uniform lower
bound on cui can be conveniently written in terms of a multiple of the variation
distance between the two models. One property of variation distance that leads to
such convenience is that it is in variant to the dominating measure, and thus is not
tied to a particular u (Ref. Csiszar, 1975). Another property is that it is a lower bound
for the L, distance for the densities of P and Q with respect to any u, and the latter
distance forms the main component of wi. See the proof of Lemma 4 for details.
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4.2. Tests

Leto € (0, 1).Letz,/, denote the (1—«/2) quantile of the stan-
dard normal distribution. We propose tests for non-overlapping
models and overlapping models. The test for non-overlapping
models does not require a tuning parameter and needs weaker
differentiability and moment existence assumptions. However, for
the test to have correct asymptotic size, the candidate models
should be non-overlapping according to Definition NO. If one ap-
plies this test on overlapping models, there may be severe over-
rejection as our Monte Carlo results show. On the other hand,
the test for overlapping models is more general and can be ap-
plied to non-overlapping models as well. For easy reference, we
name the tests the “non-overlapping test” and the “overlapping
test”, respectively. Both tests have a one-sided version and a two-
sided version, where the two-sided alternative hypothesis is Hy :
d(P, n) # d(@, ) and the one-sided alternative hypothesis is set
tobe Hy : d(P, n) < d(@, n) without loss of generality.

The non-overlapping test. The one-sided version is defined as
PN (a) = 1(n2QLR,/@, > Z4), and the two-sided version is
defined as p2(a) = 1(n'2|QIR,| /@y > Zy2), where o is the
nominal size.

The overlapping test. Let b, be a sequence of positive numbers

such that b, + n‘l//z\bn — 0. The one-sided version is defined as
e (@) = 1(n"2QLR, /@, v n~"/?by) > z,), and the two-sided
version is defined as 2“2 (ar) = 1(nV2|QIR,|/(@n v 1~ "/2b,) >
Zy/2), where a v b := max{a, b}.
It is worthwhile to discuss the intuition behind the asymptotic
size control of the two tests. First, the non-overlapping test has
correct asymptotic size when applied to non-overlapping models

because wi is bounded away from zero for non overlapping

models, guaranteeing n'/2QLR /@, — ¢ N(0, 1) under Ho. When the

models are overlapping, a)i is not bounded away from zero,

and consequently n'/2QLR/@, —4N(0, 1) may or may not hold
depending on the unknown data generating process. When it
does not hold, the non-overlapping test can overreject. On the
other hand, the overlapping tests never overreject asymptotically,
thanks to the regularization parameter b,. Specifically, we show
later that nQLR, = 0,(1) whenever n”zQLR/a)n -+¢N(0, 1). This
and the fact that b, is chosen to be a diverging sequence implies
that n'/2QLR, /(n“/zb ) =, 0. As aresult, the asymptotic rejection
probability of the overlapping test is controlled (below «) even
when n'/2QLR /@, +4N(0, 1).

The regularization parameter is in some sense a critical value for
a pretest for Hyg : a)i = 0. We do not take it to be a finite quantile

of the asymptotic distribution of the pretest statistic n'/2@, (under
Hgo) for two reasons. First, the asymptotic distribution of n'/?®, is
complicated and difficult to estimate due to both the partial iden-
tification and the moment inequalities. Second, a converging criti-
cal value in the pretest may not control the asymptotic size of the
overall test for Hy. See Shi (forthcoming) for detailed discussions in
arelated testing problem.

One practical difficulty with the diverging b, is that there is
certain arbitrariness in its choice. The theory in this paper implies
that it should satisfy the rate condition b;' + n~'?p, — 0.
However, for a fixed n, this rate condition is not of much help. An
optimal finite n choice of b, should depend on the distributions
of the high-order terms in nQLR and nw However, in moment
inequality models, their distributions are dlfflcult to obtain even
asymptotically both due to partial identification, and due to (the
unknown slackness of) the inequalities.

Nonetheless, we can borrow some intuition from the point-
identified moment equality models. Shi (forthcoming) studies such
models and the findings therein imply that b, is needed most when

[(dg —dm) — (dg —dg)|is large, and least if (dy — dpm) = (dg —d).
Based on this, we propose the following data-dependent rule-of-
thumb choice of b,,:

bn=c-(1V |(dy —db) — (dg — db)]) - log(log(n)), (4.9)

where 821 is the number of non-zero components in f/n(én) and
is used to estimate the number of binding moment conditions
for model #, and ag is the analogous quantity for model Q. The
constant ¢ will be investigated in the Monte Carlo section. Notice
that when c is set to zero, the overlapping test reduces to the non-
overlapping test.

5. Asymptotic size — non-overlapping case

In this section, we show that the asymptotic size of the non-
overlapping test, when applied to non-overlapping models, is
correct. To begin, let #;° denote the set of null distributions in the
case of non-overlapping models. We define #;° below. The size of
the test for non-overlapping models of nominal size « over #° is

SZM(a) = sup E, g7 (a), (5.1)

nesg°

where j = 1, 2, recall, stands for the one-sided test and the two-
sided test, respectively. We approximate SZ;° (o) using the asymp-
totic size:

AsySZ™ (a) = lim sup SZ° (). (5.2)

n—oo

The following assumption is imposed on the moment functions
and is satisfied for all of our examples.

Assumption 4. The moment functions m(x, 6) and g(x, 8) are
continuously differentiable in 6 and 8 over ® and B, respectively,
forallx € X.

Let M}, = maxgeo M, (v, (0), 0) and N; = maxgep N, (A}, (B),

B).Let m;j(0) = m(X;, 6) and g;(B) = g(Xi, B). For a data distribu-
tion w, and parameters @ € ® and 8 € B, let

SIT()/’ 9) = Eﬂel”mi(e)mi(g)mi(g)/

SE(A, B) = Ee5Pgi(B)gi(B). (5.3)

Let eigmin (A) denote the smallest eigenvalue of a matrix A. For a
positive number M, let I}7" denote Ny (0g,,) N (R x Ri’" o ), where
Nq(b) for a positive scalar a and a dj-vector b is a closed ball in R%
centered at b with radius a. Let F,\f, denote Ny (0g,) N (R% x Rig _dq).
Let¢p = (y/,0) and ¢y = (), B'). Let “A” and “Vv” denote the
minimum operator and the maximum operator, respectively. Let
Ne(©)) = Uee@,’i N (6) and N,(B}) = UﬂeB;; N:(B). We first
define the u space under consideration under both Hy and H; and
then define the subset of it for which Hy holds.

Definition H. The set # is the set of u such that

(i) {X;}_, is an i.i.d. sample from p,
(ii) for all ¢ > 0, there exists §. > 0 not dependent on i

suchthat  sup M, (y;(0),6) < M;, — 3 and

ENACH)

sup N, QL (B), B) < NF — B,
BEB\Ng (B},)

(iii) sup [ly, ()| v sup I, (B <M — 6,
(AS(C) BeB

(iv) inf elgmm(s’"(¢)) A 1nf eigmin(S5(¥)) > &,and (5.4)

pelyyx WMB
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, ger'm® [T
(v) E, sup e@tdy mi(9)+
perix6 a¢
§2eY mi(®) 2+ §3eY'mi®)
dydg dy;dy ¢’
) gera® ||
FE, sup |eCrE® 4
very =B oy
g2era® |* PERGI)
900" 91000y :

where M and § are positive constants. The set #;° depends on
those constants, but for notational simplicity, we suppress their
dependence.

Definition HONO. The set #;° is the set of u € # such that

(i) d(P, n),d(@, u) < My, for a constant M; that does not
depend on u,

(i) d(», u) = d(@, n), and

(iii) u satisfies Assumption 3.

Remarks. (a) Condition (iii) of Definition H and condition (i) of
Definition HONO are uniform versions of Assumption 1(b), the ver-
ification of which is discussed in Section 3.1. Condition (ii) of Defi-
nition H rules out weak identification and is standard in the model
selection test literature. Condition (iv) of Definition H is the uni-
form version of Assumption 1(a). Condition (v) of Definition H im-
poses moment restrictions. The exponential moment restrictions
may exclude some interesting cases in practice, but are satisfied in
many other cases. For example, they are satisfied by models in Ex-
amples 3-5 and by models in Examples 1 and 2 if the variables do
not have heavy tails.

(b) Assumption 4 implies Assumption 2(b). Conditions (iii)-(v)
of Definition H imply Assumption 1. Therefore, the duality results
in Lemma 2 hold for u € #¢ under Assumptions 2(a) and 4.

In order to derive the asymptotic size of the test, we show
the consistency of the set estimators @n and Bn first. Lemma 3
establishes the consistency of ©, and B, w.r.t. the left Hausdorff
distance. The left Hausdorff distance between two subsets, A1, A;,
of a Euclidean space is the maximum distance of any point in A; to
Ay

pin(A1, Az) = sup inf [la—d'||.

achAq EAZ

(5.5)

We call it the left Hausdorff distance because its symmetrized
version is the Hausdorff distance: pn(A1,A2) = pn(A1,A) V
pin(Az, Aq). Also define py(a, Ay) = pin({a}, A;) for a vector a.

Lemma 3. Suppose Assumptions 2(a) and 4 hold. Then, under all
sequences {n}s2, such that each w, € #, we have ,o,h(()n, () ) +

plh(an Bﬂn) —5 0.

Remark. Lemma 3 shows that all points in @n approach & . It
does not imply that the neighborhoods of all points in ©7 ~are

visited by @,, eventually. Thus, @n is not necessarily consistent
w.r.t. the standard Hausdorff distance. Consistency w.r.t. oy is
sufficient for our purpose.

The following lemma guarantees that the asymptotic variance
of n'2QIR, is bounded away from zero with non-overlapping
models.

Lemma 4. If the models &
inf, pese a) > 0.

and @ are non-overlapping, then @? =

The following theorem describes the asymptotic distribution of
n'/2QLR,, /@, and shows that the asymptotic size of the test for non-
overlapping models is correct.

Theorem 1. Suppose Assumptions 2(a) and 4 hold and the models
are non-overlapping. Then,

(@) under all sequences { i, € H}°}52
N(0, 1), and

(b) for a € (0, 1), AsySZ™ (a) = a.

12578 /-~
> ,,wehaven'/2QLR, /@p —4

6. Asymptotic size — overlapping case

Let #S' denote the set of null distributions in the case of
overlapping models. We define J(’g’ below. The size of the test for

overlapping models of nominal size « over #¢, is
7% a) =

sup E, 0 (a), (6.1)

Me](‘g'
where, recall, j = 1,2 indicates “one-sided” and “two-sided”
respectively. We approximate it using the asymptotic size:

AsySZ°! () = lim sup SZ%(a). (6.2)
n—oo

In the definition of the asymptotic size, the limsup is taken af-
ter the sup e Thus, in order to obtain AsySZ°(«), we need to
approximate the distribution of the test statistics uniformly well
over }fg'. This is harder to achieve with overlapping models be-
cause the asymptotic distributions of n'/2QLR, /@, and n@?> under
Hy are discontinuous in w?, as discussed in Section 4.1. We seek
to approximate the finite sample distributions of the test statistics
at all values of w2 by deriving the asymptotic distributions under

drifting sequences of null distributions {x,};2 ;. In particular, na)
can drift to a finite number or infinity, each case approximating the
finite sample situation where a)i is close or equal to zero, or wi is
bounded away from zero. The idea of using drifting sequences is
adopted from Andrews and Guggenberger (2009).

A stronger assumption on the smoothness of the moment
functions than Assumption 4 is needed:

Assumption 5. The moment functions m(x, 6) and g(x, 8) are
three times continuously differentiable in 6 and 8 over ® and B,
respectively, for all x € X.

Let A% ; = Vi @@ _ oM (BEY for arbitrary 0% € e,
and B* € Bf,. Now we define #{'.

Definition HOOL. The set ' is the set of 1 € # such that

(D d(P, p) = d@, p),
(ii) w satisfies Assumption 3,
(iii) E, (w), ' A% 0> < Mifo?, > 0,

(iv) M — M (7 (6),0) > C- (P (0, ©%) A D),
NT = N, 05 (B), B) > C- (03(B, BL) A 8),and

, ger'mi® >
(V)E, sup |e@rm@ 4 —
perix6 d¢
92erm@ || dutdo || 935y'm@)
9o = | 99i9¢d¢’
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) gera® ||
FE, sup |eCroa®) 4
werg =B oy
g2era® |0 et | g3 ap)
YWY YW M, (6.3)
ayou & |ovpvoy

where M, C and ¢ are positive constants. The set Jt’(‘,” depends
on M, C and 4, but for notational simplicity, we suppress these
arguments.

Remarks. (a) Condition (iv) of Definition HOOL strengthens condi-
tion (ii) of Definition H. Such a condition is standard in the model
selection literature for point identified models, and is similar to the
quadratic minorant condition used in Chernozhukov et al. (2007).
It gives us the n~'/2-consistency of the set estimators. Condition (v)
of Definition HOOL strengthens condition (v) of Definition H, and is
usually verified by inspecting the differentiability of the moment
functions and the moment existence of the relevant functions of
the data.

(b) Condition (iii) of Definition of HOOL helps to characterize
the asymptotic behavior of the studentized quasi-likelihood ratio
statistic when the standard deviation of QLR, converges to zero in
probability. It is not restrictive because when a) is small, A*
typically small.

The following Lemma derives the convergence rate of the set
estimators under drifting sequences of distributions. The lemma
is obtained using the quadratic bounding approach described
in the introduction. This approach takes into account the non-
differentiability of the population and the sample criterion
functions.

Lemma 5. Suppose Assumptions 2(a) and 5 hold. Then, under any
drifting sequence {u, € #}52, such that condmons(lv) (v) of Def-
inition HOOL are satisfied, we have ,Ozh(@n, or) + p,h(Bn, B) =
0,(n~1/2).

Let w? abbreviate a)u . We define the drifting sequences of u’s
under wh1ch the asymptotic behavior of the QLR and variance
statistics are studied below. These are the important sequences
that determine the asymptotic size of the test.

Definition SEQ. For o € [0, oc], let Seq,, be the set of sequences
{mu, € J"gl}ﬁir such that {u,}72 ; is a subsequence of {n}, and

una)il — o2, (6.4)

Let Seq = (U, (0.0 S€do- Notice that we allow o to take values
in the extended real space.

Lemma 6 establishes the asymptotic distributions of the test
statistics under drifting sequences in Seq. Part (a) of the lemma
includes the completely degenerate case that w, = 0 for all n and
is analogous to Theorem 3.3(i) of Vuong (1989), while part (b) of
the lemma includes the nondegenerate case that w, = w for some
w > Oforall nand is analogous to Theorem 3.3(ii) of Vuong (1989).

Lemma 6. Suppose Assumptions 2(a) and 5 hold. Then for ¢ €
[0, co] and any subsequence {u,};2, of {n}, under any drifting
sequence {{ty, Yooy € Seqq,

(@) if o € [0, 00), upa;,, = 0,(1) and un@un = 0,(1), and

(b) if 0 = 00, uy *QUR,, /@y, —>aN(0, 1) and @2, /w}, —, 1.

It follows easily from Lemma 6 that AsySZ%(a¢) < «. An
extra condition is needed for the test not to be asymptotically
conservative and is stated as Assumption 6. Assumption 6 requires
the existence of at least one . € Jt’g’ under which the pseudo-true
distributions from the two models are not the same. Assumption 6
is not restrictive for nonnested models because for a . € #' that
belongs to neither & or @, the pseudo-true distributions typically
are different except in some pathological cases. Assumption 6 is
violated when & and @ are nested.

Assumption 6. There exists 1 € JJ', such that P¥ 3 Q.

Theorem 2 summarizes the null properties for our test for
overlapping models.

Theorem 2. Suppose Assumptions 2(a) and 5 holds. Then, forall « €
0, 1),

(a) AsySZ°(a) < «, and

(b) if Assumption 6 also holds, then AsySZ°(a) = .

7. Power properties of the tests

We now show that our model selection tests are consistent
against general fixed alternatives and local alternatives that
converge to the null at a rate arbitrarily close to n~'/2, The results
apply to both the overlapping test and the non-overlapping test.

First, we show that our test is consistent against all fixed
alternatives under which d(£, u) # d(@, w). That is, for any
€ F suchthatd(P, u) < d(@, ), the test rejects Hy in favor of
model # with probability approaching one.

Theorem 3. Suppose Assumptions 2(a) and 4 hold. Then for any u €
H such that d(P, u) < d(@, w),

@) limp_ oo Pru( 1/ZQLR [@n > Zqp2) = 1,and

(b) limy_, o Pry, (n'/? QR,/ @ Vv n"12by) > Zap2) = 1.

Next, we show that our test is consistent against drifting
sequences of alternatives under which /n(d(2, u,) — d(Q, 1))
diverges to infinity.

Theorem 4. Suppose Assumptions 2(a) and 4 hold. Then for any
sequence {u, € #} such that u, converges weakly to a jq such that
d(P, no) = d(@Q, o) < oo. Suppose also d(P, ) — d(P, o),
dh((fl,un) — d(@, po) and /n(d(P, pn) — d(@, pn)) — —00;
then,

(@) limy o Pry, (nl/Z@%n/Zo\n > 2y2) = 1,and

(b) limy_. o Pr,,, (1/2QUR,/ @ v 17 2by) > 245) = 1.

8. Simulation

This section reports Monte Carlo results for the missing data
example. In this exercise, we investigate (a) the finite sample
performance of our tests, (b) the sensitivity of the overlapping test
to the tuning parameter c in the data-dependent formula of b, in
(4. 9) and ( ) the sensitivity of a)2 (Gn, ,Bn) to the choice ofé) and ﬂn
in (),, and B In the Supplemental Appendix we report additional
Monte Carlo results to compare the performance of the overlapping
test with the standard x2-based test for nested point identified
models moment equality models.

The missing data example is a special case of Example 1. Let Y;
be a binary variable that is observed if a selection variable D; = 1
and is missing if D; = 0. The parameter of interest is 6 = EY;.
Let X;; and X, ; be two candidate instrumental variables, both
taking a finite number of values. Let }7,- = YD; + (1 —D;) and
Y; = Y;D;. Then by definition Y; € [Y,, Y;]. We consider two model
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Table 1
Rejection probability in the symmetric nonnested case (¢« = 10%).
c\(a, @) (0,0) (0.2,0.2)
n =250
0 (.000, .000) (.008, .009)
0.4 (.000, .000) (.008,.009)
n =500
0 (.000, .000) (.016,.015)
0.4 (.000, .000) (.016,.015)
n = 1000
0 (.000, .000) (.033,.028)
0.4 (.000, .000) (.033,.028)

(05,05)  (0.5,0) (0.5,0.8)

(.037,.039) (.000,.505) (.398,.001)
(.037,.039) (.000,.505) (.398,.001)
(.044, .047) (.000,.921) (.658, .000)
(.04, .047) (.000,.921) (.658, .000)
(.049, .048) (.000, 1.000) (.895,.000)
(.049, .048) (.000, 1.000) (.895,.000)

The two probabilities in each pair of parentheses are the probability of rejecting Hy in
favor of #; and that of rejecting Hy in favor of £, respectively.

comparison problems. In the first problem, the models compared
are nonnested (but overlapping).!? That is, forj = 1, 2

Py ={P:Ep(0 = Y,|X;i) = 0&Ep(Y; — 0]X;;) > 0}. (8.1)

In the second problem, the models compared are nested, in
particular, £, C £4:

P1=1{P: Ep(0 — Y;|X1.1) > 0&Ep(Y; — 0|Xy) > 0},

Py = {P:Ep(0 —YlX1i, X20) = 0
& Ep(Y; — 01X1,i, Xp,i) > O} (8.2)

For both problems, we consider the general data generating
process (DGP):

Y; = {1+ 1.5"% (a1 X1, + a>X2,1) + u; > 0}
D; = 1{1.54 0.5 (X1, + X2,i) + v > 0},  (u;, v;) ~ N(0,1),(8.3)

where X; ; and X, ; follow independent multinomial distributions.
The parameters a; and a, measure how endogenous the two
instruments are and thus indicate how far each model is from
the DGP. Both the nonnested and the nested problems fit in the
framework of Example 1 because #; can be written as

P = (P Epl(0 — Y)1(Zi = 2)] = 0REp[(Y; — )1(Z =2)]
>0Vz € Z;}, (8.4)

where Z;; is the conditioning variable/vector of model j and Z; is
the known discrete support of Z; ;. For the nonnested problem, we
consider the test of Hy against the two-sided alternative, while for
the nested problem, we test Hy against the one-sided alternative
Hy : d(Pr1, ) < d(P2, ).

For the nonnested problem, we consider two designs of
(X1.i, X2.i), a symmetric one and an asymmetric one. In the sym-
metric design, X;; and X, ; both follow a multinomial distribution
that puts equal probability on the points in {0, 1}. The symmetry of
the two models makes it easy to specify the null DGP’s: to impose
Hp, we can simply set a; = a,. Varying the magnitude of a; (=a,)
allows us to vary the magnitude of a)i. In particular, the larger
ai(=ay) is, the further away a)f4 is from zero. The alternative DGP’s
are also easy to specify: when a; > a, > 0, P, is better (less mis-
specified) than &, and vice versa. To cover a variety of cases, we
consider five pairs of (aq, a;): (0, 0), (0.2, 0.2), (0.5, 0.5), (0.5, 0),
(0.5, 0.8), three different sample sizes: n = 250, 500, 1000 and
two different choices of tuning parameter ¢ = 0 and 0.4. Note that

12 gyen though without additional information the two models are overlapping,
they become non-overlapping if we add the maintained assumption that
min{cov(Xy;, Y;), cov(Xa;, Y;)} > n for some n > 0. Adding this maintained
assumption does not affect how our tests should be implemented. Thus, the non-
nested results below when this maintained assumption are satisfied (i.e. when
a;, a; > 0) also demonstrate how the tests perform in a non-overlapping testing
scenario.

for c = 0, the test is the non-overlapping test and for ¢ > 0, it is
the overlapping one. The number of simulation repetitions is 5000.
The nominal size of the tests is 10%.

Table 1 shows the rejection probabilities for the symmetric
nonnested design. The first three columns show the rejection prob-
abilities under the null. Ideally, under Hy, the probability of reject-
ing Hy in favor of either model should be at or below 5%. As we can
see from the first three columns, this requirement is satisfied, indi-
cating that our test controls size well in finite samples. The last two
columns show the rejection probability under the alternative. For
the fourth column, & is better and for the last column, & is bet-
ter. As we can see, our test selects the better model with nontrivial
probability while rarely selects the worse model. Also the proba-
bility of rejecting Hy in favor of the better model increases with the
sample size as expected from the power results. In addition, vary-
ing the tuning parameter c in the range that we consider has no
effect on the rejection probabilities. The robustness to c is a result
of the symmetry of the two models compared, and unfortunately
is not a generic feature of our test, as shown in the next design.

Now we consider the asymmetric nonnested design, where Xj ;
has the same distribution as above, but X, ; follows a multinomial
distribution that puts equal probability on J equally spaced points
in the interval [—1, 1] (including the end points). In this case, set-
ting a; = a, does not guarantee that Hy hold due to the asymme-
try of the two models. However, we can still ensure Hy by setting
a; = a; = 0, and ensure that Hy does not hold by setting a; # 0
and a, = 0.The parameter J controls the degree of the asymmetry.
We report Monte Carlo results for two values of (ay, a;): (0, 0) and
(0.5, 0), three values of J: 3, 7 and 11 and four c values: 0,0.2,0.25
and 0.3. The sample sizes and number of simulation repetitions are
the same as the previous design.

Table 2 shows the rejection probabilities for the asymmetric
nonnested design. The first three columns show the rejection prob-
abilities under the null and the last three columns show those
under the alternative. Comparing to the previous table, we first ob-
serve that the over-lapping test (c = 0) has over-rejection for the
most asymmetric design (J = 11) at all three sample sizes. For the
non-overlapping test (c > 0), the rejection probabilities are some-
what sensitive to ¢ both under the null and under the alternative in
the most asymmetric design, but not so much in the less asymmet-
ric designs. Overall, Table 2 shows that the overlapping test with
¢ = 0.25 and ¢ = 0.3 has decent performance.

Lastly, we consider the nested problem in (8.2). We let the dis-
tribution of X;; and X5; be the same as the asymmetric nonnested
design above. We consider two values of (ai, ay): (0,0) and
(0, 0.25), each representing the null and the alternative respec-
tively. The same J values and c values as above are considered. Note
that for the same J, the two nested models in (8.2) are much more
asymmetric than the two nonnested models in (8.1) because the
model 2 in the nested case involves 2] rather than J unconditional
moment restrictions while the model 1 still only contains 2 uncon-
ditional moment restrictions. Because our data-dependent choice
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Table 2
Rejection probability in the asymmetric nonnested case (¢ = 10%).

c (a1, a2) = (0,0) (a1,a2) =(0.5,0)

J=3 J=17 J=11 J=3 =7 J=11

n =250
0 (.002, .000) (.044, .000) (.226, .000) (.000, .346) (.001, .138) (.009, .047)
0.2 (.002, .000) (.044, .000) (.188, .000) (.000, .346) (.001, .138) (.007, .046)
0.25 (.002, .000) (.043, .000) (.124, .000) (.000, .346) (.001, .138) (.005, .041)
0.3 (.002, .000) (.041, .000) (.069, .000) (.000, .346) (.001, .137) (.004, .029)

n =500
0 (.001, .000) (.031, .000) (.194, .000) (.000, .815) (.000, .559) (.000, .347)
0.2 (.001, .000) (.031, .000) (.166, .000) (.000, .815) (.000, .559) (.000, .347)
0.25 (.001, .000) (.031, .000) (.102, .000) (.000, .815) (.000, .559) (.000, .337)
0.3 (.001, .000) (.029, .000) (.049, .000) (.000, .815) (.000, .559) (.000, .301)

n = 1000
0 (.002, .000) (.028, .000) (.165, .000) (.000, .996) (.000, .973) (.000, .910)
0.2 (.002, .000) (.028, .000) (.139, .000) (.000, .996) (.000, .973) (.000, .910)
0.25 (.002, .000) (.027, .000) (.078, .000) (.000, .996) (.000, .973) (.000, .910)
0.3 (.002, .000) (.025, .000) (.039, .000) (.000, .996) (.000, .973) (.000, .905)

The two probabilities in each pair of parentheses are the probability of rejecting Hy in favor of $; and that of rejecting Hy in favor of 5, respectively.

Table 3
Rejection probability of the one-sided tests in the nested case (¢ = 5%).
c (a1,a2) = (0,0) (a1, a3) = (0, 0.25)
J=3 =7 J=1 J=3 =7 Jj=11
n =250
0 .025 523 .948 477 .826 .987
0.2 .025 .249 274 477 .557 484
0.25 .025 116 113 .476 .360 .259
0.3 .024 .049 .040 .467 216 129
n =500
0 .020 .465 .924 .825 .936 .994
0.2 .020 .204 .186 .825 752 .616
0.25 .020 .086 .056 .824 .567 .349
0.3 .020 .032 .013 .818 .386 .160
n = 1000
0 .017 .400 .886 .994 .994 1.000
0.2 .017 .163 137 .994 .947 .844
0.25 .017 .062 .031 .994 .854 .627
0.3 .017 .023 .006 .993 718 .383

The probabilities are the probability of the one-sided tests rejecting Hy in favor of
?1.

of b, is adaptive to the asymmetry, we shall see that the large asym-
metry does not have much ill-effect on the size property of our test.

Table 3 shows the results. Since the models are nested (#, C
P1), only the one-sided alternative Hy : d(P1, u) > d(P,, u)
is of interest. Thus, the table reports the rejection probabilities
for the one-sided tests. As we can see, the pattern is similar to
the nonnested asymmetric design. Both the non-overlapping test
and the overlapping test have good size and power in the mildly
asymmetric design (J] = 3). The non-overlapping test (c = 0) starts
to over-reject as the asymmetry increases. Similar behavior is also
observed for the overlapping test with small ¢ (¢ = 0.2). We find
thatc = 0.25 has acceptable performance at all sample sizes across
all J’s considered.

To sum up, the Monte Carlo shows that (a) both the overlapping
test and the non-overlapping test have good finite sample size and
power properties and the performance for the non-overlapping
test is not sensitive to ¢, when the two models compared have
similar dimensions; and (b) the overlapping test and the non-
overlapping test with small c over-reject when the two models are
very different in their numbers of restrictions. In the latter cases,
we recommend ¢ = 0.25. ) A

In the Monte Carlo exercises above, to find 6, and 8,, we use
the fminbnd function in Matlab. The fminbnd function takes an
upper and a lower bound for the parameter. When the bounds are
set differently, the function can converge to different minimizers
of the criterion function when the minimizer is not unique. That

allows us to investigate the /sgnsitivity of our test to the choice of
é,, and Bn by comparing +/nQLR,, /@, computed using two different
sets of bounds in fminbnd. We find that én (or Bn) can be sensitive
to the bounds when the model is correctly specified, i.e., when
a; = 0 (or a, = 0) but not sensitive otherwise. Even when é,., is
sensitive, we find \/nQLR, /@, barely differs across the two sets of
bounds. For example, in the nested design with («q, @) = (0, 0),
J = 11 and n = 1000, the frequency that én from the two sets of
bounds differ by more than 0.001 is 32%, while the frequency that
/NQLR, /@, differ by more than 0.0001 is 0%. This confirms that
we do not need to compute all the maximizers to implement the
test.

The computational cost of the test is relatively low. In the
simulation example described above, it takes around one second to
run one simulation iteration on a regular desktop. The speed does
not increase with the sample size in the range that we considered.
Of course, for models with covariates and more parameters,
computation time can be longer, but we expect it to be in a
reasonable range for the reasons discussed in the introduction.
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Appendix

Throughout the appendix, we replace u, with n when u, is in
a subscript and it does not cause confusion to do so. For example,
we write y,; (0) as y,/(0). Let ¢,(0) = (Pa(68),6") and ¢ (0) =
(¥ (6),0’), and fﬂn(ﬂ) and v, (B) be defined analogously. We
let “r.h.s.” denote “right-hand-side” and “l.h.s.” denote “left-hand-
side”.

Let “LLN” denote the weak law of large number for row-wise
i.i.d. triangular arrays. The weak law of large number we use here
is Theorem 2 in Andrews (1988). Theorem 2 in Andrews (1988)
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is a law of large numbers for L'-mixingale triangular arrays. Row-
wise i.i.d. triangular arrays are trivially L'-mixingales. The uniform
integrability condition required in that theorem is guaranteed by
the moment existence conditions in this paper.

Appendix A. Auxiliary lemmas

We first present a few auxiliary lemmas, the proofs of which are
given in Supplemental Appendix G. Lemma A.1 is an instrumental
result for the uniform stochastic boundedness of empirical
processes, which is useful for establishing Lemmas A.2-A.3.
Lemma A.2 establishes the uniform convergence and rate of
convergence of various stochastic processes, which is useful for
proving the main lemmas and theorems. The proof of Lemma A.2
makes use of the uniform generic convergence results in Andrews
(1992) and the empirical process results reviewed in Andrews
(1994). Lemma A.3 establishes the uniform consistency of 7,(6),
the rate of convergence of y, (), and the continuity of y,*(9).

Lemmas A.2-A.4 are stated in terms of {n}, but because they
only require termwise assumptions on the sequence {u,}- ;, their
conclusions hold with {n} replaced with any subsequence of {n}.

Lemma A.1. Consider the triangular array of empirical processes
{vn(@) : ¢ € @12 . If (i) (@, p) is a totally bounded pseudo-metric
space, (ii) v, (¢) is stochastically equicontinuous w.r.t. p and (iii) for
every ¢ € @, [va(@)[l = 0p(1), then supyeq [[va() || = 0p(1)."

Lemma A.2. Suppose Assumptions 2(a) and 4 hold. Under any se-
quence {u, }oo ; such that each i, satisfies conditions (i) and (iii)-(v)
of Definition H, we have

(a) the triangular array of empirical processes {v2(¢p) = n
(ﬁn(@ — My, (@) : ¢ € Iy x O} is stochastically equicontin-
uous w.r.t. the Euclidean distance,

(b) supgermye 1'% (Mn() — My, ($))] = Op(1),

(¢) the triangular array of empirical processes {v}(¢) = n
(Bﬁn(@/ay — 0M,,, (9)/0y) : ¢ € I x O} is stochastically
equicontinuous w.r.t. the Euclidean distance,

(d) supge e [INV2@Mi(9) /0y — IM,i, (9)/0Y)]| = Op(1),

(e) for all random sequences {¢1, € I'yf x ©}2, and {¢;, €

Iy x ©1%2  such that ||¢1, — ¢2.nll = 0, we have

182 M (¢1.0) /8y DY — 92 My, (d2,0) /3y 3|l =, 0
| My (P1.0) — My, (P2.0)| =, 0, and

(f) parts(a)-(e) hold with ®, y, ¢, M and m replaced with
B, A, ¥, N and g, respectively.

1/2

1/2

Lemma A.3. Suppose Assumptions 2(a) and 4 hold. Under any se-
quence {un}oo ; such that each i, satisfies conditions (i) and (iii)-(v)
of Definition H, we have

(@) for any two random sequences {61, € ©};2, and {6,, €
©1}52  such that |61, — 624l =5 0,

”)A/n(el.n) - V:(Gz,n)” —50,

(b) supgee [17(8) — ¥, ()| = 0p(n~1/2),
(c) for any two random sequences {61, € ©}2; and {0,, €
O}p2, such that |61 n — 62nll = 0,

1V 01.0) = ¥y G2 = Op([|01,0 — O2nl),  and

(d) parts (a)-(c) hold with 0, ©, y, ¢, M, m replaced with B, B,
MY, N, g,

13 Note that here, @ denotes the space of ¢. In the main sections of this paper,
@ stands for the c.d.f. of the standard normal distribution. Hopefully, there is no
confusion caused by this abuse of notation.

Lemma A.4. Suppose Assumptions 2(a) and 5 hold. Then, under

any sequence {un}2, such that each ., satisfies conditions (i)

and (iii)-(v) of Definition H and condition (v) of Definition HOOL,
(@) for any two random sequences {¢1, € I} x @}, and

{p2.n € Iy x O}, such that ||p1,, — P2nll =5 0,

182 M (p1,0)/ 3039’ — 82 M, (d2.0) /3’| =, 0, and

(b) part (a) hold with ®, ¢, M and m replaced with B, ¥/, N
and g.

Appendix B. Proof of the theorems

Proof of Theorem 1. (a) Let én IS @n and B,, IS §n be those that
satisfy ®2(0y, By) = @2. Then, part (a) is implied by:

n'2QIR, /wy —q4 N(0,1), and (B.1)
aﬁ(én’Bn)/wﬁ —p L (B.2)

Next, we show (B.1) and (B.2).

Let0* € ©*and B € B: satisfy |0, — 0*|| < pn(Bn, ©F) +0(1)
and ||, — Bl < om(Ba, BY) + o(1). Then, Lemmas 3 and A.3(a)
imply that

16n@n) — 63O —,0 and

Y . (B.3)
1¥n(Br) — ¥, (B —p 0.
First, we show (B.1). Observe that
n
o, 'n'PQURy = w, "0 "[exp(Pn(@n) mi(6r))
i=1
— exp(hn(Ba)'8i(Bn)]
n
=, 'Y (AL )+ An + Ana, (B.4)
i=1
where A%, = eW@)mE) _ i BEB) A = 1y
n,i n,1 m Zz:l
P Brn) mi @) _ i (03 mi(67) — L1 ToriB &) —
[ePn @ mith) — gva Cr)Ymi®n)] and Ay 5 = m2i21[e 8
ehn(Bn)'&i(Bn)].
By the Lyapunov CLT for triangular arrays,
n
w2 (A7) =N, 1). (B.5)
i=1

The CLT applies because (a) ExA;; = 0 by Definition HONO
and Lemma 1(b), (b) @, *E,(A}; — EnA%)> = 1 by the defini-
tion of a)ﬁ and (c) the Lyapunov condition holds, that is to say,
En(w, 'A% ) < 0 27°E, (A} )**° < oo by Lemma 4 and condi-
tion (v) in (5.4).

It is left to show A, 1 = 0,(1) and A, = 0,(1) before we can
conclude that (B.1) holds. It suffices to show A, 1 = 0,(1) since the
arguments for A, , = 0p(1) are analogous. Because we do not have
convergence rates for @n and B,, under the conditions of the current
theorem, the usual approach of doing a second-order Taylor ex-
pansion of exp(yy, (én)’m,-(én)) around ¢} (6;) does not go through.
Instead, we show A, 1 = 0,(1) by bounding A, ; from both above
and below by 0,(1). The lower bound of A, ; is obtained by replac-
ing én with 6y in the expression of A, ; and using the convergence
rate result for 7,(-) (Lemma A.3(b)):

Ant = 0, Y2 [exp(a(67) mi(6;)) — exp(y; (6 mi(6;))]
i=1
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= w, '[9M(05(0;)) /0y ][0 P (67) — v, O7)]
+ o, 2 (Pu(0)) — v 07)) [0> Mu(dn) /0y Y]
X (7@ = 7y @)

> w, '[9 Ma(d;(O)) /Y — dM,, (7(67)) /Y]
x [ (Pu67) = v 6:)]
+w, 2 (Pu0)) — v 07)) [0* Mu(dn) /0y Y]

X (P(0) = v 6)) = 0p(1), (B.6)

where q~§n lies on the line segment joining ¢; (6;) and qAﬁn 6)), the
first inequality holds because @n is a maximizer of ﬁn(?n(-), ),
the first equality holds by a Taylor expansion of exp(7, (6;)'m;(6;))
around y,7 (6)), and the second inequality holds because (8 My, (D
forj < dp

@) /07') 1 (67) = 0 and .M, (97 0/ {25 T =,

both being the Kuhn-Tucker conditions from the minimization
problem min . Rdm & My, (v, 67F), and the second equality

holds by Lemmas 4 and A.2(d)-(e), A.3(b) and condition (v) of (5.4).
The upper bound of A, ; is obtained by replacing 7, with y," in
the expression of A, 1 and applying Lemma A.2(a):

o, 'Y exp(yy (Bn) miBn)) — exp(y; (67)'mi(6;))]

i=1
o [0 6n)) + 12 (M, (7 Bn))
— (6]
o, ' [v)(@; Bn)

An,l

IA

= My, ($7(6)))

IA

—2(@EGN] = 0p(1), (B.7)

where the first inequality holds because 7, (én) is the minimizer of
ﬁn(-, @n), the first equality holds by adding and subtracting terms
to form the empirical process {v2(¢) : ¢ € Iy x ©}22, (defined
in Lemma A.2(a)), the second inequality holds because 6} is a max-
imizer of M, (¢ (0)), and the second equality holds by Lemmas 3,
4 and A.2(a) and A.3(c).

Therefore, Ay 1 = 0,(1).

Next, we show (B.2). By a mean-value expansion of exp(7, (én)’
mi(én)) around ¢; (6;7), we have

n
_2~2 A D =2 2
0, 2@ On, Br) = —0, "UR, + 0,207 Y (A7)
i=1
gerami@n)

+2w,%n7! i |: o5

i=1

(@n(@n) — 91(67)

83 hngi(Bn) R

T Ty (wn(ﬂn)_lr//n(ﬂn))j| (An)

J/nmx((’n)
2o 12[ (@) — $1 6

ae ngl (Bn)

2
T Ty ——— W (Ba) — ¥ (ﬁn))}

= Wyo + W1+ Wyo + Wys, (B.8)

where (yn, o ')’ lies on the line segmentjommg ¢n(9 ) and ¢ (6;)
and (An, ,Bn) lies on the line segment joining 1//,., (ﬁn) and ¥y (B).

The first summand W,, = —a)n‘2@2i = o0,(1) by (B.1).
The second summand W, ; = w,*n~' Y[ (A% )*>—, 1 by LLN.
The LLN applies because (a) En;, *(A%)* = 1, and (b) sup,.+ E,

(0)71/1* )2+8 < w —2—
in(5.4) and Lemma 4.
The summand W, 3 in the last line of (B.8) is 0,(1) because

¥ supysq En(A})*™ < o0, by condition (v)

0 < Wn,3
207 ($n(0n) — ¢7(07)) ( - Z
X (¢n (B ) — ¢ O + Zw‘z(wn(ﬁn

de i (Bn) e Angi(Bn)
«(ny oy ) G0 —viB)
i=1

IA

eVnml (911) ae}/nmz (Bn)
¢/
=¥, (By)

= Op(l)v

where the second inequality holds by the inequality, (a + b)? <
2a? + 2b? and Lemma 4, and the equality holds by (B.3) and

(B.9)

N 9ePami@n) gePami@n) o
Enn' ) — || < Exllae™™ /0¢1> < M
i=1 a¢ a¢
aeiégi(ﬁn) aei,/qgi(ﬁn) s
Ex g g | = Enlldens O oy
= 0 Y
<M, (B.10)
which holds by the triangular inequality, the equality ||ad’|| = ||a||?

and condition (v) in (5.4).

The summand W, , in the last line of (B.8) is 0,(1) because, by
the Cauchy-Schwarz inequality, 0 < ]Wnﬁz‘ < 2[Wp 1 - Wos]'2,

Therefore, (B.2) holds.

(b) For this part, we focus on the two-sided test. Arguments
for the one-sided test is the same. Let {u, € H°}2, satisfy
Prn(n1/2|®€n|/6n > 242) = SZI(a) — o(1). Such a sequence
always exists. Then,

lim sup Prn(n1/2|@2n|/an > Z4)2)

n—oo

= AsySZ™ (a). (B.11)

By part (a), the Lh.s. of the equation above equals «. Therefore,
AsySZ™(a) = a. O

Proof of Theorem 2. In this proof, we focus on the two-sided test.
Arguments for the one-sided test is the same.

(a) Let {a,} be a subsequence of {n} such that AsySZ%(a) =
limy_ o0 SZZ! (). Such a sequence always exists. Let {1, € #J'}7>
be a sequence such that for each n,

Pra(n'/2|QURAI/ @ v 17 ?by) > 2ay2) = SZ{(@) — 0(1).  (B.12)

Let {u,} be a subsequence of {a,} such that ur,cuﬁ,1 — 0,0 €
[0, oo]. Such subsequences always exist because we allow o to take
values in the extended real space. Then,

AsySZ°(ar) = 1im Pry, (u/2|QLRy, |/ @, V ty V?buy) > Za)2)-
n—-oo
(B.13)
If o < o0, then by Lemma 6(a) and b,, — 00,

Tim Pry, (uy/*|QURy, |/ @, v U bu,) > Zo2)
< lim Pry, (us|QLRy, | > by zas2) = 0 < a. (B.14)
n—oo

If 0 = oo, then by Lemma 6(b) and n~'/2b,, — 0,

nlLH;o Pry, (”31/2|QLRun |/ @y, V Uy ?by,) > Za)2)
< lim Pry, (u}?|QLRy, |/@u, > Zaj2) = & (B.15)
= oo un\4p Up Un /2 . .

Therefore, by (B.13)—~(B.15), AsySZ% () < «.
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(b) Let u € J(’gl satisfy P;j #* Q,j. By Assumption 6, such a u
exists. Then, w?, > 0.By Lemma 6(]/3)\,under 1, @y —pwh, > 0.
Also, by Lemma 6(b), under u, n'/2QLR, /@, — 4 N(0, 1). Because
n~12p, — 0, we have

lim Pr,, (n"/2|QLR, |/ (@ V 17 2by) > Z4p2) = @ (B.16)
n—oo

By definition, AsySZ°(a) > limp_ oo Pru(n1/2|@2n|/(25n v
n~"2b,) > z,5). Thus, we have AsySZ°/(a) > «. Combining this
with part (a), we obtain the desired result. O

Proof of Theorem 3. First by Lemma A.3(b) and condition (iii)
Definition H, we have {p,(0) : 6 € ®} C If and {1,(B) : B €
B} C F,\‘f, with probability approaching one. Thus, with probability
approaching one,

VnQIR, = +/n(max min M, (y, 0)

0e® yery

— max min Nn(k B)).

B.17
BeB jerf ( )

Rewrite the r.h.s. by adding and subtracting terms, and we get

VnQIR, = ~/n(max min M (y. 6) — max min, Mu(y. 6))

0e®

—f(max m1n Nn(k B) — max mmN (r, B))

+ /(M —

where the first equality holds by Lemma A.3(b) and condition (iii)
Definition H. By Lemma A.2(a), we have

(B.18)

J/n(max mm M,,(y 6) — max mm M (v, 0))

€O ye feO
< sup \u,?(d))\ = 0,(1). (B.19)
peO Iy
Similarly, ‘ﬁ(maxﬁeg mmxer,\%, No(h, B) — Maxgep mi"»\er,a
N, ;3))( = 0,(1). Also, by Lemma 2(b),
V(M — = /n(exp(—d(P, ) — exp(—d(Q, p)))
— Q. (B.20)
Therefore, for any C > 0, lim,_. Pr, (ﬁ@?n >C)=1.
Now for the denominator @,, we have
n
Eu[@2] < E, sup 'Y (exp(y'mi(6))
@,y B NV)eO X I xBx & i—1
’ 2
— exp(A'gi(B))) }
n
<E, |2 sup n! Z (exp(2y'm;(6))
@y B V) eOX P xBx T i—1

+ exp(2Agi(B))) }

n
< 2n! Z (Eu sup
i=1 (

0’,y’)’e(ﬂ><1",\’/,"

exp(2y'm;(6))

+ E, sup
(B eBx T

exp(21gi (ﬂ)))

<2M, (B.21)

where last inequality holds by condition (v) of Definition H.
Therefore, @2 = 0,(1).

Therefore, for any C > 0, lim,_, o Pru(ﬁ@?n/ﬁn >C) =1
This shows part (a).

Part (b) follows because @, v (n~/?b,) > @,. O

Proof of Theorem 4. The proof is the same as that for Theorem 3
except with u, in place of u and with (B.20) modified as follows:

VM — NY) = exp(—dn)V/n(—=d(P, ptn) + d(Q, 1))

= —(exp(—d(P, 110)) + 0p(D)V/N(d(P, ) — d(@Q, in)),
(B.22)

where d,, lies in between d(P, un)and d(@Q, wy,).Because d(P, (o)
< 00, exp(—d(L, o)) + o(1) > & eventually as n — oo for some
& > 0. Therefore,

VM, — NF) — o0, D (B.23)

Appendix C. Proof of the main lemmas

Proof of Lemma 1. We only need to show parts (a)-(b) because
part (c) is analogous.

(a) By Assumption 1(a)-(b), pzﬂﬂ is a well defined density
function. The proof here is similar to that of the second part of
Theorem 3.1 in Csiszar (1975). Let P be a distribution in & such
that P < w and let p,, denote the density of P with respect to p,
then

4P, ) — d(P. P} ) = f log p,.dP — f log(p,./p},,)dP

= /long’MdP

—log [E, exp(y,;(6)'m(X;, 0))]

+ v, (0) Epm(X;, 6)

> —logE, exp(y, (6)' m(X;, 0)), (c1)

where the inequality holds because forj < d,,, Epm;(X;, 6) = 0,and
forj > d, + 1, Epm;(X;, 0) > 0 and y/:j(e) > 0. Eq. (C.1) implies
that

d(P, 1) = —logE, exp(y,; (0)'m(X;, 0)). (C2)

By definition,

d(Py ,, 1) = /logp;;’MdPék
= —logE, exp(y, (0)'m(Xi, 0)) + v, (0) Eprm(X;, 0)
= —logE, exp(y, (0)'m(X;, 0)), (C.3)

where the last equality holds by the Kuhn-Tucker conditions
from the minimization problem: minyEde im—dp My (Y5 0). The
xRy

Kuhn-Tucker conditions are
0= dM,u(,(0). 0)/dy; = Epsm;(X;, ) forj < dp
0=y, ;0 (M (v, 0). 0)/3%;) = v} ;(O)Epsmy(X;, 0)
forj>d, + 1. (C4)
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By (C.2) and (C.3), we have d(Pg‘,u, 1) = minpegp, d(P, ), that
is, Pg‘,ﬂ is the I-projection of ;. on P.
(b) Part (b) is implied by (C.3). O

Proof of Lemma 2. (a) By Assumptions 1(a)-(b) and 2(b), y:(e)
is the unique minimizer of the function M, (y, 6) and M, (y,6)
is continuous in (y,#). The maximum theorem then implies
that y;f (0) is continuous in 6. Consequently, M,L(ylj 0),0) is
continuous in 6. The continuity of M”(yj (0), 0) combined with
Assumption 2(a) implies part (a)

(b) By part (a), Supyce My, (¥, (6), 6) = Maxgeo M, (), 0).
By Lemma 1(b) and the definition of y:(~), we have part (b).

(c) The arguments for part (c) are analogous to those for parts
(a)-(b). O

Proof of Lemma 3. It suffices to show ,Om(@n, ©;) —p 0 because

o~

o (Bn, B;) —, 0 can be obtained by analogous arguments.

For an arbitrary ¢ > 0 and an arbitrary sequence {én IS @n}g;,
and arbitrary 6, € O,

Pry (o (On, O)) > €)
< Pry (M, (97(07)) — My, (67 Bn)) > 8:)
= Pry ([ M, (B (67)) — Mn($n(67))]
+ [ Mo (Pn(6)) — M (Pn(0n))]
+ [ M (D (Bn)) — My, (@7 O] > 8¢
= Pra(0p(1) + Mn(Bn(6)) — Ma(n(@n)) + 0,(1) > )
< Pru(0p(1) +0,(1) > &) — 0, (C5)

where the first inequality holds by condition (ii) in (5.4), the
second equality holds by Lemmas A.2(e) and A.3(a), and the
second inequality holds because én maximizes ﬁn()?n (0), 0).Thus,
Pin(On, @:) —p0. O

Proof of Lemma 4. The lemma follows from the derivation be-
lows. For any . € #;° and 6* € ©;, we have

W) = M (yi(6%), 0)E,[dP} /du — dQ; /du]
EuldPy;/dp — dQ;/du]’ - exp(—2My)
> [EuldP}/dp — dQ;: /du|]* - exp(—2M;)

IV

2
|:/ |dP:L/va/j’Q;t — dQ:/va/j~Q;f |dl)p;iQ;fzi| . eXp(—ZMl)

v

2
inf [ / \dP/dvp.q — dQ/dvp,Qmup,Q]

PeP,Qeq
- exp(—2M;) > 0, (C.6)

where the first equality holds by Lemma 1(a) and Definition HONO
(MM()/:(G*), 0%) = N, (AZ(,B*), B*)), the first inequality holds
because Mu(y;(e*), 0*) = exp(—d(P,u)) > exp(—M;) by
Lemma 2(b) and condition (i) in Definition HONO, the second
inequality holds by the convexity of f (x) = x?, the second equality
holds because P;j and Q:j are absolutely continuous w.r.t. Vbt Q7
the third inequality holds because P; € # and Q; € @, and the
last inequality holds by Definition NO. O

Proof of Lemma 5. It suffices to show that plh(@n, e = 0
(n~1/2) because the remainder is analogous. We use the consis-
tency already shown in Lemma 3: oy (©n, ©5) —, 0.

Take an arbitrary sequence {én € @n}ﬁir Let {0 € O}, be
a sequence such that [|0 — 6,[1> < p2 6y, ©F) + o(n~/?). The
proof is based on the quadratic approximation of ﬂn(én (én)) —

Mu($2(07)) and that of My, (Gn(6n)) — My, ($1(67)). The ba-
sic idea is from Andrews (1999), but the procedure is more in-
volved here because (a) we deal with a saddle-point estimation
problem instead of a extremum estimation problem, (b) after pro-
filing out the first step minimization parameter y, the criterion
functions M, (¢,(6)) and M, (¢*(0)) are non-differentiable in
0, and (c) there is no straightforward way of writing down the
left/right derivatives w.r.t. 8. We construct quadratic bounds for
the centralized population and sample criterion functions. Specif-
ically, we show below that

() [ M (@n(B) — Ma(r (6]
— [Myun (@0 (Br)) — My, (075 6)]
=0,(n") + 0, (%) - 116, — 67
0D - 16, — 671, (C7)
(i) Ma(Bn(@n)) — Ma(@707)) = Op(n™"), and
(iii) My, (D0 (0n)) — My, (87 (67)) =< Op(n") —C
((16n — 6517 — o(n™")) A ),
where C and § are the positive constants in condition (iv) of Defi-
nition HOOL. Conditions (i)-(iii) in (C.7) imply that

0,(n" "

IA

0p(n™72) - 160 — 0711 + 0p (1) - 160 — 67117

—C- (= ;11* — o(n™")) A )

—Cll6n — 0717 + 0p(n™"/%) - (16 — 67

+0,(1) - |6 — 611> + C-o(n™Y), (C.8)

where the equality holds with probability approaching one be-
cause |6, — 6 IZ?—om™ 1) —, 0 by Lemma 3. The above equation
implies that ||, — 6*]| = 0,(n~"/?). Therefore, the desired result,
o (O, ©F) = 0,(n~"/2), holds since @, is arbitrarily chosen from
On.
Now, we show condition (i) in (C.7). We have
[Ma(@n(8n)) — Ma(@s (6;))] = [ Myun (@a(Bn)) — My, (7:(67))]
= [0Ma(D; () /3 — OM,., ($7(60))/00']
X [¢n(6n) — 1 (6)]
+27"[$nGn) — 05 6:)] [0° Mu(Pn) /309’
— 0% My, (@) /0099 ][ (Bn) — 71 (67)]
= 0,("%) - 1 $n(B) — 6 6
+0p(1) - lIn(Bn) — p O (C9)

where both ¢, and ¢, lie on the line segment joining gAbn (én) and
¢ (07) and they are not necessarily the same, the first equal-

ity holds by second-order Taylor expansions of ﬁ,,((}bn(én)) and

My (&n(én)) around ¢; (6;), the second equality holds by Lem-
mas A.2(d) and A.4(a). Now observe that

6 (Bn) — &5 @I = 170 Bn) — v @D + 1160 — 67117
< 2070 — ¥ @12
+ 201y @n) — v @D + 160 — 07117
< (V2019@h) — v Gl
+ 201y @) = v GO+ 162 — 671)?
= (0p,(n"*) + 0p(lI6n — 67 1D))>  (C.10)

where the first inequality holds by the triangular inequality and
the convexity of the square function, the second inequality holds
by (a+ b+ ¢)®> > a®> + b*> + c? for a, b, c > 0 and the equality
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holds by Lemma A.3(b)—(c). This combined with Eq. (C.9) implies
condition (i) in (C.7).
Condition (ii) in (C.7) is implied by

Mo(Pn(01)) — M (B2(6)) = Mu(dn(6))) — Mu(@E(6))

= [0Mn (9 (0;) /0y [P0 (6 — v 6]
+27 [P0 — v 0] [0° Mu(¢n)dy 3y']

x [P0 — v 6]
= [0Mn (95 0;) /0y [P0 (07) — ¥ 0] + 0p(n ")
> [0Ma(07(0:))/0Y" — OM,, (65(07)) /Y]

X [7n(07) — v, (0] + 0p(n™ 1)
=0,(n"), (C.11)

where ¢, lies on the line segment joining &n(e;) and ¢ (6;), the
first inequality holds because @n is a maximizer of ﬁn (éﬁn(e)), the
first equality holds by a Taylor expansion, the second equality holds
by Lemmas A.2(e) and A.3(b) and condition (v) of Definition H,
the second inequality holds by the same arguments as those for
the second inequality in (B.6) and the last equality holds by Lem-
mas A.2(d) and A.3(b).
Condition (iii) in (C.7) is implied by
My (Dn(On) — My (D5 07)) = [ My (Dn(Br)) — My, (05 Gn))]
+ [ My, (85 0n)) — My, (67 67)]
< [ M (@0 Bn)) — My, (87 B0))]
—C - ((I16n = 6717 = o™ ")) A 6)
—C - (16 = 651> — o(n™")) A 5)
+ [0 My (D0 (Gn)) /3y NP0 (Gn) — ¥ (B)]
=27 [PBn) — ¥ 0n) ] T0* My, (Bn) 3y Y]
X [)A/n(én) - V:(én)]
=0,(n"") = C- ((16n — 671> — o(n™")) A 6)
+ [0M,, (D0 (0)) /Y 1[Pn(Bn) — ;7 ()]
< 0p( ") = C- ((16n — 6717 — o(n™ ") A )

+ [0Myu, (Dn(B)) /3y — DM (D (61))/3Y]

X [Pn(@n) — v (6]
=0,(n"") = C- ((16n — 671> — o(n™ ")) A 8), (C.12)

where (}n lies on the line segment joining ¢;f(én) and &n(én),
the first inequality holds by condition (iv) of Definition HOOL
and |6, — 6712 — o(n™") < pA(O,, OF) by design, the sec-
ond equality holds by a Taylor expansion of M,,, (¢ (én)) around
<2>n (én), the third equality holds by Lemmas A.2(e) and A.3(b), the
second inequality holds by (3¢ (¢ (0n))/0y )P (@) = 0 and
M (ha(00))/0Y [: 8 ?g;j = g” both being the Kuhn-Tucker con-

y R xgim =7 My, 60),
and the last equality holds by Lemmas A.2(d) and A.3(b). O

ditions of the minimization problem: min

Proof of Lemma 6. The lemma is stated in terms of subsequences
{un}32 ;. For notational simplicity, we prove it for the sequence
1 All of the * arguments go through with {un} in place of {n}. Let

{n
0, € @n and ﬂn € B,1 be those that satisfy @ (Qn, ﬁn) =

(a) Let {6y € ©;}2 be a sequence such that ||9,;" — 19,1||2 <
P2 (O, ©F) 4 o(n™1). Then by Lemma 5, |6} — 6,]| = 0,(n~"72).

We first show nw? n, By) = 0,(1). Observe that

n
naﬁ(én» Bn) = Z(ey”mf(gn) — e)‘ngi(ﬂn))z

i=1
n
<3 (A7) + 3n(Gn(6n) — 1 (6))
i=1
aeynml(en) aeynml(en)

<[

+3n(Pn(B) — ¥ (B (n—1

) (Pn(Bn) — G2 (6))

dernsiBu) gerngih)
By oy
X (U (Bu) — ¥ (1))

=3(Wp 1+ Wha + Wp3), (C.13)

where ¢, and ¥, lie on the lie segment joining (?bn (én) and ¢ (6;)
and the one joining 1@,1 (Bn) and v, (B;), respectively, the second
inequality holds by a mean-value expansion and the inequality
(@a+b+c) < 3(a2 + b? 4 ¢?).In (C.13), Wy,.; = Op(1) because
En|Wy1| = nw? — 0% < oo. Also, Wy2 = 0,(1) by (B.10),
(C.10) and Lemma 5. Finally, W, 3 = 0,(1) for analogous reasons.

Therefore, n® H(Qn, ﬂn) = 0,(1) wheno < oo.
Now we show nQLR, = Op(1). Observe that

n@n = Z A:‘i +n (ﬂn(&sn(én)) - ﬁn(‘ﬁ: (9:)))
i=1
—n (M@ B = S B0)
= 0p(1) +n (dqn(‘%n(én)) - ﬁn(¢:(9:))>
= (Fan(Bo) = T B0)

(F@n(B) — S (B1))
- Op(l) = Op(l)’

= 0,(1) + 0,(1) —n

= 0,(1) 4 0,(1) (C.14)

where the second equality holds because E, () [, Aj;’i)2 =

Y0, (Eadr,)’ = nw? — o < oo, the third equality holds by
(C.15), and the fourth equality holds for analogous reasons as the
third. Therefore, nQLR,, = 0,(1).

(b) The proof here is of the same structure as, but slightly
different from, the proof of Theorem 1(a). The difference is caused
by the fact that (i) @? is not bounded away from zero in this lemma
while it is under the conditions of Theorem 1(a), and (ii) the set
estimators are n~"/?-consistent in this lemma while they are not
in Theorem 1(a). .

First, we show n'/2QLR,/w, —4N(0, 1). Let A, ; and A, be
the same as in (B.4). Then, by (B.4), the desired result is implied
by (i) o, 'n= 23" L A% —4N(0, 1), (ii) An1 = 0,(1) and (iii)
Anz = 0p(1). Conditions (i)-(ii) are shown below. Condition (iii)
holds for analogous reasons as condition (ii).

By the Lyapunov CLT, (i) holds. The CLT applies because (a)
EnAf,,,. = 0 by condition (ii) of Definition HOOL and Lemma 2(b),
(b) w; 2En (A} )% = 1,and (c) Ex(w, ' A% )*™ < oo by condition
(iii) of Definition HOOL.

Now we show (ii) Ap1 = o0p(1). Because A,; = n"?w

(0G0 @) — M@ (en»)
following derivation:
0p(n™") < Mn(Pn(Bn)) — Mu(d(6))

< 0,(n7Y2) 16y — 671 + 0, (1) - 16, — 617

2. ,—1
@y

, (ii) is implied by na)r1 — oo and the
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+0,(n7") = C- ((16n — 0711 — o(n™"/?)) A )
= Op(n_1)»

where the first inequality holds by condition (ii) in (C.7) in the proof
of Lemma 5, the second inequality holds by conditions (i) and (iii)
in (C.7), and the equality holds by Lemma 5.

Next, we show @? n, Br) Jw? —, 1. Decompose ’a?%(én, Bn) Jw?
in the same way as in (B.8). We show below that W,y = 0,(1),
Wipi1—p 1, Wy = 0,(1) and Wy, 3 = 0,(1) when o = oo. These
results together imply @2(0,, Bn)/@w? = 1.

The first summand W, o—,0 by n/2QLR,/wn —4 N(0, 1).
The second summand W,; = w;>n"'Y 1 [AF;]*—,1 by
LLN. The LLN applies because (a) Eyw,?[A};]* = 1 and (b)
sup,=q Enlo, 'A% 12" < oo by condition (ii) of Definition HOOL.

The term W, 3 is 0,(1) because

0 = Wn,3

(C.15)

A A n_ gePamin) gevmi@n)
<272 nen_*e* -1

< 20,7 (GO — 307 (n §i=1j—a¢ e
X ($n(Br) — 91(6))

N 9ehngiBn) gerngi(Bn)

' o oy

i=1

20, 2 (U (Br) — ¥ (1))

X (Un(Ba) = U (B))

= Op(l),
where the inequality holds by the inequality, (a + b)? < 2a® + 2b?
and the equality holds by na)ﬁ — 00, (B.10),(C.10) and Lemma 5.

The term W, 5 is 0,(1) because 0 < ’Wn,2| < 2[Wy ;- Wy3]'2
by the Cauchy-Schwarz inequality. O

(C.16)

Appendix D. Supplementary data

Supplementary material related to this article can be found
online at http://dx.doi.org/10.1016/j.jeconom.2015.01.004.
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