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The current crisis is not only systemic, but global: it involves the advanced countries,
emerging market countries, and poor countries. There is no decoupling, and solutions must
involve reciprocal commitments and actions. The G20 process and the London Summit
process offer the prospect of concrete, implementable results that can restore confidence
and lead the way to recovery.

The essays in this e-book, first presented at a seminar with the G20 Deputies on 31 January,
analyze a range of reform proposals:

• Address global imbalances by creating insurance mechanisms for countries that forego
reserve accumulation and stimulate domestic expansion; and by accelerating the
development of financial systems in emerging markets, in particular local currency bond
markets and foreign currency hedging instruments. 

• Use macroeconomic policy to meet any threat of deflation promptly, with a zero interest
rate policy and quantitative easing, and an inflation target to avoid expectations of
deflation.

• Design fiscal stimuli cooperatively, so that they internalise the effective demand
externalities of the stimulus while reflecting each country's 'fiscal spare capacity'. 

• Mitigate procyclicality by adjusting the Basel II capital requirements using a multiplier
based on macroeconomic conditions. 

• Create a centralized clearing counterparty for CDS trades without further delay. Consider
requiring that CDS be exchange-traded and prohibiting naked CDS. 

• Sever the link between credit rating agencies (CRAs) and issuers, so that a CRA's rating
cannot be influenced by the prospect of future business with the issuer. Prohibit indirect
payments by issuers to CRAs in the form of the purchase of consulting or pre-rating
services. 

• Consider eliminating the 'hard wiring' of the CRAs in the regulatory system - less rather
than more regulation here.

• Force greater disclosure of information about the underlying pool of securities for
structured instruments.

• Establish a harmonized bankruptcy regime for banks, based on US-style 'prompt corrective
action', giving the supervisor strong powers over bank managers and shareholders before
the bank is technically insolvent.

• Consider the creation of an International Financial Stability Fund that takes equity
positions in the financial institutions of participating countries and monitors their
activities.
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As the financial crisis deepens, the temptations for each individual country to free
ride increase and the need for coordination becomes more evident. The London
Summit on 2 April should play a key role in generating such a coordinated response,
by offering concrete, implementable results that can restore confidence and lead the
way to recovery. Sound economic analysis is essential in designing this response, but
delivering this analysis is a formidable challenge. It requires, first, a rigorous analysis
of the key features of the financial crisis using the latest empirical evidence; and sec-
ond, careful use of the theory and empirics as the basis for policy recommendations. 

For this reason, CEPR was delighted to join the Reinventing Bretton Woods
Committee in organizing a seminar with the G20 Deputies on 31 January, hosted by
HM Treasury and the Bank of England, at which preliminary versions of the papers
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We are grateful to Stephen Pickford at HM Treasury and Charles Bean at the Bank
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European level in the field of active European citizenship." The views expressed in
these papers are those of the authors and not those of the European Commission, HM
Treasury, the Bank of England, the Reinventing Bretton Woods Committee or CEPR
(which takes no institutional policy positions).

We hope the proposals and the underlying analysis will be useful in preparations
for the London Summit on 2 April.
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1. Introduction and policy proposals

As the financial crisis deepens, the temptations for each individual country to free
ride increase and the need for coordination becomes more evident. The London
Summit will play a key role in generating such a coordinated response. Sound eco-
nomic analysis is essential in designing the response. It will help to (i) eliminate pol-
icy options that are appealing yet inefficient or costly to tax-payers; (ii) identify the
most efficient solutions, so that these can anchor the discussions and make it easier
to reach a consensus; (iii) facilitate estimating  the cost and benefits of each policy
proposal. 

Delivering this research is a challenge: it requires a rigorous analysis of the main
features of the financial crisis, based on a careful interpretation of the latest empiri-
cal evidence, and using the theory and empirics as the basis for policy recommenda-
tions. Even if particular policy recommendations are not adopted, sound theory and
careful empirics will be at the core of the debate on the present collapse of financial
markets and its macroeconomic causes and consequences. 

We face a systemic crisis. The standard textbook analysis of a systemic crisis
involves two pillars: macroeconomic fragility and contagion. From that perspective,
at least, the current crisis is no different from previous ones. The striking difference
comes from the specifics of the macroeconomic fragility and the channels of conta-
gion which are to some extent unprecedented. This is why this book, as the title indi-
cates, covers the macroeconomic as well as the microprudential aspects of the crisis. 

The systemic crisis is a global crisis. It involves the advanced countries, emerging
market countries, and poor countries. There is no decoupling, and solutions must
involve reciprocal commitments and actions. The G20 process offers the prospect of
concrete, implementable results that can restore confidence and lead the way to
recovery. These essays and our proposals are designed to be an input into the G20
process. They were first presented at a seminar with the G20 Deputies on 31 January,
organised by the Centre for Economic Policy Research and the Reinventing Bretton
Woods Committee, and hosted by HM Treasury and the Bank of England. We hope
the proposals and the underlying analysis will be useful in preparations for the
London Summit on 2 April. 

Introduction, main policy proposals and
summary

Mathias Dewatripont, Xavier Freixas and Richard Portes
Solvay Brussels School of Economics and Management,
ECARES, Université Libre de Bruxelles and CEPR;
Universitat Pompeu Fabra and CEPR; London Business
School and CEPR



1.1. Switching regimes 

One of the most striking characteristics of the current crisis has been the complete
freezing of liquidity in key markets, such as the interbank market for maturities
beyond one day. This sudden change has been so remarkable that the best represen-
tation of the crisis is a model with two possible equilibria, one close to the perfect
market paradigm and the other akin to Akerlof's adverse selection market for lemons,
characterized by an absence of trade. The switch from one regime to another chal-
lenges all our views on economic and regulatory policy.

To understand how this switch in regime has come about, two main questions are
to be answered: First, what macroeconomic features led to the dramatic regime switch
from boom to total collapse? Second, to what extent have mechanisms intended to
improve financial efficiency, either as innovations or as new regulatory measures,
contributed to amplify the impact of the breakdown?

On the macro side, lax monetary policy led to the building of bubbles in a period
of low interest rates and macroeconomic stability. Global imbalances - large current
account surpluses and deficits - further contributed to the growth of international liq-
uidity, the search for yield, and pressures on financial intermediation.

On the micro side, financial innovations such as securitization and credit default
swaps have redefined the boundaries of the banking system. While it was thought
that these innovations were beneficial because they transferred banking risk to non-
banking institutions, we have to acknowledge now that in practice they imported sys-
temic risk from non-banking institutions and securities markets to the heart of the
banking system. Banking regulators stood by as financial innovations were trans-
ferred outside their reach, to financial markets. This was supposed to lead to a more
efficient allocation of risks. That would only happen, however, if these risks were
transferred to agents with well-diversified portfolios, sufficiently capitalized or with a
lower social cost of bankruptcy than banks. Once those risks concentrated in undi-
versified portfolios of large non-banking institutions such as AIG or Lehman Bros, the
passive attitude of the regulators was bound to lead to disaster.

The sudden transformation from markets that were perfectly transparent to com-
plete opacity can be attributed to the complexity of instruments, the increased risk of
the collateral on which the securities were based, the failure of credit rating institu-
tions to perform properly, and the lack of adequate countercyclical prudential regu-
lation. As information becomes more and more scarce, the switch to the market col-
lapse and the (Akerlof) no-trade equilibrium was inevitable. 

Three key factors combined to trigger the regime switch: liquidity shortages that
occurred, despite generous liquidity injections by central banks all over the world; the
buildup of huge portfolios of credit default swaps (CDS) in a small number of insti-
tutions that suddenly became vulnerable with the onset of the crisis; and the collapse
of credit ratings awarded to structured securities as a basis for valuing and trading
these securities. There were other causes too: the procyclical bias of Basel II regula-
tion; the lack of a proper system for dealing quickly with insolvent banks; and the
tendency of bank compensation systems to encourage excessive risk taking by
employees, coupled with poor corporate governance and the failure of shareholders
to act to protect their investments. 
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1.2. Addressing the crisis

This book analyzes a wide array of reform proposals the G20 should consider in order
to address the crisis. The contributions are summarized below. Let us stress here sev-
eral proposals that deserve special attention in our view (in addition to the set of rec-
ommendations discussed in Markus Brunnermeier's chapter, which summarizes the
Geneva Report of Brunnermeier et al. 2009)1. 

Since the crisis is all-encompassing, we list these proposals, starting with the glob-
al perspective and continuing all the way to the individual bank.

These are for the most part either 'micro' or 'macro' proposals. But in keeping with
the conception and the title of this book, we stress above all the short-run policy
imperative, Here the two are deeply complementary. Neither monetary nor fiscal poli-
cies will work unless and until the blockages in the supply of credit are resolved. Financial
intermediation and the structure supporting it must be restored to near-normal conditions to
stop the accelerating decline.

1. Addressing global imbalances and capital flows

� Create credible insurance mechanisms for countries that forego further reserve
accumulation and stimulate domestic expansion, along three possible lines:
more central bank swap lines; 'reserve pooling'; and an expansion of IMF
resources, together with IMF emphasis on a large, flexible, fast-disbursing facility
that would come with little or no conditionality to countries that are adversely
affected by global shocks. Large loans to the IMF by major reserve holders offer
one way of funding this insurance until Fund quotas are raised, as they must be.

� Accelerate the development of emerging market country financial systems, with
particular emphasis on local currency bond markets and on foreign currency
hedging instruments. Promote regional cooperation in the design of common
institutional standards for financial market development and work to lift
barriers to cross-border asset trade within regions.

2. The challenges of macroeconomic policy in the crisis

� Meet any threat of deflation promptly, before it takes hold, with a zero interest rate
policy (ZIRP) and quantitative easing. Establishing an inflation target may help to
avoid expectations of deflation.

� A global ZIRP would raise a particular problem: not all countries can benefit
from the stimulus of exchange-rate depreciation. A country with large trade
surpluses with positive GDP growth should refrain from intervention to prevent
appreciation, which would be a beggar-thy-neighbour policy.

� International coordination of cooperatively designed fiscal stimuli is necessary to allow
the internalisation of the effective demand externalities of a fiscal stimulus
through the trade balance and the real exchange rate. Fiscal stimuli should
follow the 'fiscal spare capacity' of each country, i.e., its ability to generate larger
future primary government surpluses.

Introduction, main policy proposals and summary
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3. Macroprudential regulation

� Mitigate procyclicality by adjusting the Basel II capital requirements using a
simple multiplier that depends on the deviation of the rate of growth of GDP
with respect to its long-run average.

4. Market reforms

� Require without further delay a centralized clearing counterparty for CDS trades.
Consider going further to require that CDS be exchange- traded and consider
prohibiting CDS that do not insure a holder of the underlying asset (naked
CDS).

� Require that credit rating agencies (CRAs) be paid if possible by investors rather
than by issuers, or at least that the link between CRAs and the issuer is severed,
so that a CRA's rating does not affect its future business with a given client. Also,
for structured instruments, force greater disclosure of information about the
underlying pool of securities. Prohibit indirect payments by issuers to CRAs in
the form of the purchase of consulting or pre-rating services. Consider an open-
access, non-prescriptive approach by regulators, eliminating the NRSRO
designation and the extensive 'hard wiring' of the CRAs in the regulatory
system.

5. Controlling financial institutions

� Establish a harmonized special bankruptcy regime for banks. This would involve US-
style 'prompt corrective action', giving the (independent and well-staffed)
supervisory agency powers to limit the freedom of bank managers (possibly
remove them) and shareholders (possibly expropriate them) before the bank is
technically insolvent.

� Consider the creation of an International Financial Stability Fund that takes equity
positions in the financial institutions of participating countries and monitors
their activities.

2. Summary of the contributions

2.1 Global Imbalances

Richard Portes argues that global macroeconomic imbalances - in particular, large cur-
rent account deficits and surpluses - were the major underlying cause of the crisis.
Greed, incentive problems, financial innovation, deficiencies in regulation are not
new, and they have played roles in past crises. But typically financial crises follow on
booms and asset price bubbles, and in this case too, the macroeconomic environment
created the conditions for the crisis. The specific feature of this crisis is that major sav-
ing-investment imbalances and consequent huge cross-border financial flows put
great stress on the financial intermediation process. Even the sophisticated financial
markets of the United States and United Kingdom could not cope with the pressures.
The global imbalances interacted with the flaws in financial markets and instruments
to generate the specific features of the crisis.

The dispersion of current account balances, positive and negative, increased great-
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ly over the past decade. Gross capital flows have risen even more than the net flows
implied by the current accounts. Loose monetary policies together with the large
reserves accumulated by surplus countries brought excessive global liquidity. The
global imbalances played a significant role in the fall in all major financial market
volatilities that began in 2004. Together with low interest rates, that led to the 'search
for yield' and rise in leverage. Portes rejects the various arguments justifying the glob-
al imbalances, or at least suggesting they were a sustainable equilibrium - 'Bretton
Woods II', 'global asset shortage', 'savings glut'. Even more important than their flaws,
they ignore the role of global imbalances in feeding financial market excesses. 

This is not just a US-China story. The UK, Spain, and Australia have had large cur-
rent account deficits; Germany, Japan, and several Asian emerging market countries
as well as some commodity exporters have had large surpluses. Most of these imbal-
ances continue. Household savings will doubtless rise in the US and UK, but so will
their fiscal deficits. In the medium term, reducing the global imbalances will require
a rise in domestic demand in the surplus countries, as well as their willingness to
accept a fall or even a reversal of their current account surpluses. This is not primari-
ly an exchange-rate issue. Rather, the surplus countries have been accumulating
reserves since the Asian crisis of 1997-98 as a precaution against any further 'sudden
stops' in capital flows, and the current crisis will only further encourage such behav-
iour. 

Portes therefore argues that the key to reducing the global imbalances is to create
credible insurance mechanisms for countries that forego further reserve accumulation
and stimulate domestic expansion. There are three possible avenues: more central
bank swap lines; 'reserve pooling'; and an expansion of IMF resources, together with
IMF emphasis on a large, flexible, fast-disbursing facility that would come with little
or no conditionality to countries that are adversely affected by global shocks. Large
loans to the IMF by major reserve holders offer one way of funding this insurance
until Fund quotas are raised. But the emerging market countries are unlikely to put
their trust in the IMF until its governance and their representation in it are radically
changed (see Philip Lane's chapter).

Financial regulation and global imbalances intersect directly in leveraging. Portes
proposes direct limits on the borrowing and leverage of financial institutions. Any
increase in balance sheets of systemically important financial institutions (balance
sheets of intermediaries) should not exceed the fiscal capacities of host governments.
That is not specifically external assets, but such a constraint would naturally limit the
increase of external assets, because the institutions cannot expand their balance
sheets much by relying exclusively on domestic capital markets (that would drive up
interest rates). So this proposal is directly linked to global imbalances. 

Policies ought also to control currency mismatches. Portes recommends a propos-
al due to Anne Krueger (2000). Advanced countries could require that their financial
institutions accept liabilities abroad only in the currency of the borrower.
Alternatively, borrowing countries could make foreign currency obligations incurred
by domestic firms and households unenforceable in their courts. 

2.2 Capital Flows to Emerging Markets

Philip Lane shows that the external balance sheets of emerging market economies are
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far different today than during the international financial crises of the 1980s and
1990s. But the still limited role for local-currency debt in external financing means
that the emerging markets remain highly exposed to international financial crises. He
complements Portes in arguing that self-insurance (through reserve accumulation) is
collectively inefficient and incomplete. That leads him to propose domestic and
international reforms to improve the stability of capital flows to emerging market
economies, so that international financial disturbances will have less impact on them
in the future.

Lane points out that the risk profile of emerging market countries has improved
greatly in the past decade: net liabilities are down, reserves are up, and they have
exploited alternatives to foreign debt finance. They have partly overcome 'original
sin' (inability to borrow abroad in their own currencies) through foreign direct invest-
ment and foreign investment in portfolio equity. Financial integration is still incom-
plete, however: these economies are sufficiently integrated into the global financial
system to be exposed to severe financial shocks, but they are treated differently by the
global system in comparison to the financial environment that faces the most
advanced economies.

The external environment has indeed suddenly become much harsher. Exports and
commodity prices have collapsed. The rise in risk aversion has brought a general
widening in spreads and a moderation in the search for yield that reduces the appeal
of investment in emerging markets. Deleveraging by the financial institutions of
advanced countries has brought a pullback from foreign markets, and financial pro-
tectionism - pressure on banks to lend domestically rather than abroad - is a further
threat.

The problems are most acute for entities that relied on short-term external fund-
ing to acquire longer-term illiquid domestic or foreign assets. The high level of
reserves accumulated in recent years improves the capacity to manage balance sheet
problems, however, both by enabling effective monetary expansion and through
direct deployment of reserves. Although there is scope for domestic expansion (mon-
etary and fiscal stimulus) in many emerging market countries, they need above all to
safeguard medium-run fiscal sustainability. 

Lane argues that the recent increase in the cost of external capital should motivate
greater efforts to develop domestic financial systems. The improved domestic mobil-
isation of domestic savings reduces the importance of external capital as a funding
source. Moreover, a deeper financial system increases the span of investment oppor-
tunities available to foreign investors. Lane puts particular emphasis on the develop-
ment of local-currency debt markets, complemented by the development of the cur-
rency derivatives markets, in order to allow investors to separately trade currency risk
and credit risk. The international financial institutions could do more to issue securi-
ties in the currencies of the emerging market economies, thereby expanding the
depth and liquidity of the domestic-currency bond markets, as well as allowing the
international financial institutions to make local-currency loans to clients in those
markets.

Lane sees much scope for regional levels of financial integration. Regional capital
flows may be more stable, in view of the underlying linkages between neighbouring
economies and the lower level of bilateral exchange rate volatility. Accordingly, it is
desirable that regional groups intensify efforts to cooperate in the design of common
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institutional standards for financial market development and work to lift barriers to
cross-border asset trade. He also endorses regional currency swap arrangements and
reserve pooling, as well as IMF quota increases and the potential importance of the
Fund's new Short-Term Liquidity Facility.

In regard to the broader G20 agenda, Lane argues that it is in the interests of the
emerging market economies to support international reforms that improve stability
in the major financial centres and at the global level. The strength of two-way inter-
national transmission mechanisms between advanced and developing countries
means that this reform debate has to involve representatives of the emerging
economies in a central role. To that end, a major shift in the distribution of voting
power at the IMF would be clearly beneficial. It is incumbent on the advanced coun-
tries to accept this redistribution, with the obvious potential for the consolidation of
representation by member countries of the European Union.

2.3 The Risk of Deflation

There is some risk that the rapid decline in inflation in many countries in recent
months could turn into deflation with highly adverse real economic developments.
Irving Fisher's (1933) debt deflation theory has come into fashion. Stefan Gerlach
argues that the risk should not be exaggerated: so far, economic agents do not expect
deflation, and that is one reason why it is unlikely. Even if the threat materializes,
appropriate monetary and fiscal policies can deal with it.

Deflation is a fall of the economy-wide price level that is sufficiently persistent to
trigger expectations that prices will continue to decline for some non-negligible peri-
od of time. This may reflect particularly large and persistent declines in the demand
for goods and services. If so, deflation is merely an indicator, and not a cause, of slow-
ing aggregate demand. Monetary and fiscal policy measures that raise demand will
stimulate economic activity just as they would at a low, positive rate of inflation. 

But deflation can induce non-linearities in the functioning of the economy. Thus
a contractionary shock of a given size will be more difficult to handle if it pushes the
economy into deflation than if the rate of inflation remains positive. In particular,
nominal wages may be rigid downward and there is a risk that policy-controlled inter-
est rates reach zero, which reduces the effectiveness of the interest rate channel of
monetary policy.

Gerlach is not too concerned about downward nominal wage rigidities. If produc-
tivity growth is positive, real unit labour costs can still decline even if real wages are
rising. Unit labour costs depend also on indirect taxes and social charges, which can
be changed in a counter-cyclical manner to support employment. Furthermore,
downward nominal wage rigidity is not a structural feature of the economy but rather
a consequence of having experienced a long period of positive inflation. Indeed, the
importance of downward nominal wage stickiness may decline if the economy enters
deflation.

A more serious concern arises because central banks cannot reduce nominal inter-
est rates below zero. If the nominal interest rate is zero, the real interest rate is equal
to minus the rate of inflation. As deflation takes hold and turns increasingly severe,
real interest rates rise, reducing aggregate demand and exacerbating the downward
pressure on prices.
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Gerlach dismisses the argument that central banks should avoid cutting interest
rates to zero since they then have no policy lever left to use if inflation falls further.
Additional policy easing is less likely to be needed if rates are cut aggressively at an
early stage of the easing process, and quantitative easing can step in at the zero inter-
est bound.

Inflation expectations are currently positive, despite the falls in commodity prices.
Gerlach suggests that central banks that do not yet have inflation targets should
adopt such a target now, in order to help maintain mild inflation expectations.

The monetary authorities have other options. By purchasing long-term govern-
ment bonds, central banks can reduce their yields, leading to valuation gains for bond
holders and an improvement of their balance sheets, and a fall in other interest rates
that use them as reference rates. If concerns about credit risk limit the willingness of
banks to extend credit even when all interest rates have reached zero, the central
bank can provide credit directly to borrowers. 

If deflation does take hold, despite aggressive monetary policies, then fiscal policy
measures to shore up the banking system and to expand aggregate demand may be
necessary. Situations in which fiscal policy is ineffective are not likely to be of much
practical relevance.

Gerlach does have a particular word of caution for emerging market countries.
They are more likely to have fixed exchange rate regimes than advanced economies.
If the exchange rate is fixed, the entire burden of adjustment to a shock will fall on
the nominal price level. Emerging market countries should be conscious of this defla-
tion risk.

Past episodes of deflation are therefore best seen as reflecting policy mistakes or an
inability to forge a political consensus about how policy should be conducted. The
economics of stopping a deflation is clear and calls for aggressive easing of monetary
and fiscal policy, and, when it is associated with financial instability, measures to sup-
port the financial system. The papers by Takatoshi Ito and Willem Buiter give detailed
support to these conclusions.

2.4 Zero Interest Rate Policy (ZIRP) and Quantitative Easing (QE)

Takatoshi Ito emphasizes the importance of avoiding deflation. The prime example
of the dangers and policy errors is Japan in the 1990s. Deflation impairs economic
activity both by raising real interest rates and by increasing the burden of debt fixed
in nominal terms. Like Gerlach, Ito stresses the importance of maintaining positive
inflation expectations, and he elaborates on appropriate monetary policies (in partic-
ular, QE). But guided by the Japanese experience, he points out the obstacles to get-
ting monetary policy right.

Ito considers what the central bank could do beyond ZIRP to stimulate the econo-
my.  There are many proposed variants of unconventional monetary policies. Most of
them fall into a category of QE, broadly defined - that is, an expansion of the central
bank balance sheet by purchasing risk assets that the central bank normally would
not buy. QE variants differ with respect to (1) what is the primary purpose; (2) what
would be the target instrument and communication strategy; (3) what assets to buy;
and (4) how to influence inflation expectations. 

The Bank of Japan tried one version of QE from 2001 to 2006. The US Federal
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Reserve, followed by several European central banks, is now trying another version,
which it says is "credit easing" (CE), rather than (a Japanese-type) QE. If the ECB -
sooner rather than later - ends up with ZIRP and QE, and the Bank of Japan again goes
into ZIRP/QE, we will enter an environment of global ZIRP and QE. This is unchart-
ed territory in international macroeconomics and finance.

With adoption of ZIRP by several major central banks, the effectiveness of QE in
one country would be diminished, since one channel of stimulus from ZIRP, namely,
the exchange rate depreciation, would not be available. Coordination among central
banks may become important for this reason. All countries, if possible, want to depre-
ciate to help encourage exports and discourage imports under a deflationary envi-
ronment, but not all of them can do so simultaneously. Thus, some currencies have
to appreciate vis-à-vis others. Who should that be? Countries with large trade sur-
pluses are obvious candidates. Under a global ZIRP environment, a country with large
trade surpluses with positive GDP growth should refrain from large scale interven-
tion, since intervention to prevent appreciation would be equivalent to a beggar-thy-
neighbour policy.

The ZIRP/QE experiences of the Bank of Japan from 1999 to 2006 offer important
lessons, some positive and some negative. Based on that experience and the ongoing
experience of the Fed, and with some expectation of what is coming in Europe, Ito
makes the following very clear policy recommendations.

1. The authorities should make unmistakably clear their do-everything attitude to
avoid a prolonged deflation. Arriving at ZIRP should not be delayed until the
inflation rate reaches zero. Ito joins Gerlach in saying that inflation targeting
may be helpful as a clear, transparent message. 

2. The authorities should not hesitate to expand the central bank's balance sheet
by buying whatever risk assets would most effectively restore financial stability.
Many variants of QE should be considered and attempted. In this respect, the
FRB actions to purchase wide range of securities, without excessive concern for
maintaining a risk-free balance sheet, are remarkable and commendable. 

3. If deflation sets in, the authorities should commit to err on the side of late rather
than early for the timing of exit from ZIRP and to an easier-than-usual monetary
policy thereafter. 

4. Trust between the central bank and the fiscal authority is important to induce
the central bank to take bold actions in QE or CE. The fiscal authority must be
willing to fill any holes in the central bank's balance sheet without using this as
a lever to reduce the bank's independence. This may be particularly tricky in the
euro area, where a single central bank faces 16 separate fiscal authorities.

5. Globally-coordinated fiscal stimulus is desirable, but room for sustainable fiscal
deficits is quite different across countries. The higher the debt ratio is, the more
constrained is the country in implementing fiscal stimulus. Even in high-debt
countries, however, current fiscal spending associated with structural reforms
removing inefficiencies and with subsidies to green innovations, with a promise
to raise a less-distortionary tax in the medium run, may be prudent fiscal policy
in the circumstances. 

Introduction, main policy proposals and summary

9



2.5 Fiscal sustainability

Willem Buiter argues that a fiscal stimulus is a key weapon in the policy arsenal used
to address an undesirable weakening of aggregate demand. But the stimulus must be
mindful of sustainability constraints. He conveniently summarises his analysis and
recommendations in nine propositions, which we paraphrase here.

1. Countries with unsustainable external deficits (e.g., the United States) should
seek to boost their trade balances and de-emphasize domestic demand relative
to countries with unsustainable external surpluses (e.g., China), which should
seek to boost domestic demand and reduce their trade surpluses. 

2. Even operationally independent central banks must recognise that their profits
or (equivalently) their monetary issuance are an important source of fiscal
revenue. QE through purchases of government securities is an especially
important source of revenue for the sovereign whenever short-term interest rates
are well below long-term interest rates. Close cooperation between the monetary
and fiscal authorities is necessary to achieve the right timing and magnitude of
monetization of public debt and deficits, and the reversal of this monetization
when the economy recovers. When done competently, these coordinated
actions will not threaten the price stability mandate of the central bank.

3. To get the maximum impact in stimulating aggregate demand, while
minimizing moral hazard, the fiscal authorities should guarantee or insure flows
of new lending and credit, including securitisation, but not outstanding stocks
of loans, credit, or securities.

4. Balanced-budget redistribution between households with different marginal
propensities to spend out of current income can boost demand as effectively as
deficit- financed tax cuts. Examples include: (i) an increase in social security
retirement pensions financed fully by higher social security contributions by
workers and employers (pensioners have a higher marginal propensity to
consume); (ii) an increase in student grants financed fully through a levy on
financial wealth (students are likely to be liquidity-constrained); (iii) an increase
in short-term unemployment benefit financed by a reduction in long-term
unemployment benefit (short-term and temporarily unemployed workers are
more likely to be liquidity-constrained).

5. A temporary increase in public consumption or investment will always boost
aggregate demand, even if the budget is kept balanced. If there are liquidity-
constrained households, even a permanent balanced-budget increase in public
spending on goods and services will boost aggregate demand.

6. International coordination of cooperatively designed fiscal stimuli is likely to be
necessary to allow the internalisation of the effective demand externalities of a
fiscal stimulus through the trade balance and the real exchange rate. 

7. With Ito, Buiter argues that international fiscal stimuli must be cooperatively
designed according to the 'fiscal spare capacity' of each country, that is,
according to its ability to generate (and to commit itself credibly to generate)
larger future primary government surpluses.

8. With Portes and Lane, Buiter is concerned that very large fiscal deficits and
public debt issuance by rich countries will risk crowding out sovereign and
private sector borrowers from emerging markets and developing countries.
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Longer-term risk-free global real interest rates are likely to rise.

9. Because production takes time, working capital is essential. Policies to provide
credit to the non-financial enterprise sector may therefore be a precondition for
expansionary fiscal policy to have any material effect on production and
employment. Quantitative easing or credit easing is therefore likely to be
complementary to fiscal policy in economies badly affected by a credit squeeze.

2.6 Liquidity Crisis

Markus Brunnermeier offers an overall view of the crisis, its origins, possible mecha-
nisms for its resolution and ways of preventing such crises in the future. The main
vector of contagion has been the liquidity shortage: this is one of the most striking
features of the current crisis. This contagion mechanism combines marking to mar-
ket and forced sales to obtain liquidity. When the price of an asset falls, marking to
market requires the bank to take the loss immediately, decreasing its equity and thus
increasing its leverage beyond the target level. To improve its capital ratio the bank
may be forced to sell some assets, but this will lead to a further decrease in the price
of the asset. In addition, the increase in haircuts during a crisis implies that with the
same assets the amount of liquidity available is lower, forcing even more asset sales.
So liquidity spirals and margin/haircut spirals reinforce one another and lead to fire
sale prices for securities. Brunnermeier emphasises two features of this channel of
contagion: first, fire sales by one institution affect all other institutions and, second,
contagion is not confined to the banking sector but propagates to the entire financial
sector.

As the effects of liquidity shortages are clearly the main cause of contagion in the
present crisis, we should not forget that other mechanisms may act to compound it:
banks may hoard liquidity making the liquidity shortage more acute, and runs (pos-
sibly triggered by higher margins and haircuts) may develop. These represent ration-
al behaviour on the part of individual financial institutions (they may, for example,
fear demands for liquidity from SIVs to which they have granted credit lines) as well
as from depositors, but individual rationality may lead to huge negative externalities
for the banking system as a whole. 

Notice that liquidity spirals create an important procyclical mechanism that makes
Basel II capital requirement procyclicality even more severe. This issue is discussed in
the Geneva Report written by Brunermeier at al. (2009). In his chapter, Brunnermeier
summarizes the policy conclusions from the Geneva Report, distinguishing crisis pre-
vention (with recommendations like the introduction of macro-prudential regulation
or liquidity regulation among other topics) from crisis management (with analyses of
nationalization, toxic asset purchases, asset guarantees or mortgage subsidies).

2.7 Mitigating Procyclicality

In their chapter, Rafael Repullo, Jesus Saurina and Carlos Trucharte compare various
ways to reform the Basel II capital requirements in order to handle procyclicality.
There is indeed broad agreement by now that one has to 'index' current capital
requirements to take into account macroeconomic variables and thereby avoid the
destabilizing effects of prudential regulation. How to do it is a key policy question.
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The chapter by Repullo et al. is a step forward in this direction. They use data from
the Credit Register of the Bank of Spain to analyze the effect of the leading alterna-
tive procedures that have been proposed to mitigate the procyclical effects of the
Basel II capital requirements. 

The empirical model provides an estimate of the point-in-time (PIT) probabilities
of default (PDs) of the loans in the portfolio of commercial and industrial loans of the
Spanish banks. They can then compute the corresponding Basel II capital require-
ments per unit of loans and estimate the credit risk profile of the Spanish banks over
the sample period using the metric of Basel II. 

Then they consider the effect of the two main procedures to mitigate the cyclical
behavior of these requirements, namely: (i) smoothing the inputs of the Basel II for-
mula, by using a through-the-cycle (TTC) adjustment in the PDs, or (ii) smoothing
the output by using an adjustment of the Basel II final capital requirements comput-
ed from the PIT PDs (using macroeconomic variables, such as the rates of growth of
GDP, of aggregate lending, or the returns of the stock market). 

The results show that the best procedure is to use a simple multiplier of the Basel
II requirements that depends on the deviation of the rate of growth of the GDP with
respect to its long-run average. Specifically, the requirements would be increased in
expansions (or decreased in recessions) by 7.2% for a one standard deviation change
in GDP growth. 

This chapter thus offers an interesting pragmatic solution to a key policy issue,
namely how to introduce "macro-prudential" regulation into the Basel II philosophy.
Since such macro-prudential regulation will have to be based on the macroeconomic
specifics of each country (the business cycle in Spain, for example, being different
from that in Germany, not to mention the US), it shows the way to go: identifying
reasonably robust linkages between the state of the economy and the degree of sol-
vency of banks, in order to provide buffers that will limit the procyclical effect of pru-
dential regulation.

2.8 Credit Derivatives

In their chapter Hendrik Hakenes and Isabel Schnabel identify three key channels
through which the credit default swaps (CDS) market has contributed to the crisis.

1. Concentration of counterparty risk: some financial institutions such as Lehman
Bros or AIG were able to build up enormous risk positions, hidden from the eyes
of regulators and their own shareholders. Efficient transfer of risk requires that
they be transferred in a diversified way, held in reasonable proportions within
diversified portfolios and in institutions able to absorb losses. This was clearly
not the case. In practice, the main function of the credit derivative market was
to allow institutions to engage in regulatory arbitrage.

2. Uncertainty and asymmetric information: the development of an active market
for CDS has led to a complicated chain of linked exposures, as an institution
may hedge one counterparty risk with another CDS. This complexity makes it
impossible for a market participant to assess risk. Also, the legal status of the
netted positions in case of default of one of the counterparties is unclear. The
resulting uncertainty about banks' positions in the credit derivative market
contributed to the disturbances in interbank markets. As the authors put it,
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"instead of providing useful information, the opacity of CDS markets seems to
have contributed to disruptions in interbank markets."

3. The CDS market contributed to the increase in "connectivity" of global financial
markets. The collapse of a major dealer could potentially lead to severe domino
effects, and - in an extreme scenario - to a complete unwinding of the CDS
market.

The function of CDS is to reduce risk. Although this was apparent at the level of each
individual institution, the overall impact of CDS has been to increase systemic risk.
Because of the opacity of the credit derivative markets, neither market discipline nor
the regulator could control the extent of risk.

The authors point out that 'naked' CDS - in which the purchaser does not own the
underlying asset, but is simply betting that a firm or sovereign will default (or specu-
lating on a rise in the market's estimate of the likelihood of default) - may create
undesirable incentives. This would clearly occur if the buyer could influence the mar-
ket assessment of credit risk or if widening CDS spreads themselves affected the
health of the bond issuer. CDS allow investors to short debt without any restrictions.
Banning naked CDS would prohibit such speculation and limit the purpose of CDS
to hedging. The authors maintain, however, that speculation may yield useful infor-
mation. In general, they prefer improvements in the infrastructure of CDS markets. 

A natural policy recommendation here is to force all trades to go through an organ-
ized market. The authors carefully consider the three elements characteristic of organ-
ized markets: Transparency over exposures and netting, standardization, collateral
and margin calls; and the existence of a centralized clearing counterparty. The cen-
tralized clearing counterparty would have to be subject to an implicit government guar-
antee.

Transparency over exposures would allow market discipline (and regulatory
authorities in some cases) to penalize the excessive concentration of exposures.
Switching to organized markets will have costs, particularly the opportunity costs of
standardization and of holding eligible collateral. In addition, as mentioned by
Brunnermeier and Pedersen (2009), margin requirements give rise to new risks, the
most important being funding liquidity risk. 

2.9 The Information Content of Credit Ratings

Marco Pagano and Paolo Volpin address the issue of why credit ratings have not been
sufficiently accurate in the market for structured products. They argue that rating
inflation and coarse information disclosure are the main reasons why trading on the
basis of credit ratings has collapsed. The origin of the problem lies in conflicts of
interest within the credit rating agencies (CRAs), since their clients are the issuers,
who are directly interested in obtaining good ratings. Collusion between CRAs and
issuers have led CRAs to disclose information on their models to their issuers, a meas-
ure partially promoted by the regulatory authorities themselves. This has led issuers
to fine tune their packaging strategies so as to put together securitized assets that are
just on the lower bound of the range of eligible AAA securities. Inflation in credit rat-
ings might have been exacerbated by (i) the use of ratings by regulators, which con-
fers an intrinsic value to ratings over and above their true ability to measure risk, (ii)
the presence of naïve investors, whose number may have increased with the popu-
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larization of finance in recent years, and ironically (iii) the increase in competition
associated with the entry of Fitch, a third major Nationally Recognised Statistical
Rating Organisation (NRSRO), as increased competition among the CRAs will lead
them to provide issuers with more favourable ratings.

Information coarseness leads to market opacity, makes monitoring more costly and
fosters adverse selection. The analysis of the typical prospectus for structured debt
reveals that the quality of the information available to investors through the prospec-
tus is quite limited. Notice that here information is coarse not only because of the low
number of tranches, but also because only probabilities of default (PDs), not Loss
Given Default (LGD) are provided. In addition, the models used by CRAs are based
on assumptions of default correlation that are clearly underestimates in a downturn
(Bemmelech and Dlugosz, 2008).

The question is then why information coarseness could be in the interest of CRAs,
as this could limit the development of a secondary market. The answer provided by
Pagano and Volpin (2008) is that limiting transparency at the issue stage shifts the
adverse selection problem onto the secondary market. Thus, in choosing the degree
of rating transparency, issuers effectively face a trade-off between primary and sec-
ondary market liquidity. In addition, information coarseness provides more opportu-
nities for rating inflation.

The policy recommendations are, first, if feasible, to require that CRAs be paid by
investors rather than by issuers (or at least constrain the way they are paid by issuers)
and force greater disclosure of information about the underlying pool of securities. It
will also be essential to prevent indirect payments by issuers to CRAs in the form of
the purchase of consulting or pre-rating services. 

Still, requiring that users pay for ratings leads to a number of well known compli-
cations, as there is a potential market for resale. This is why the authors suggest a sec-
ond best policy related to the Cuomo plan, where "Credit rating companies should be
paid an upfront fee irrespective of the rating issued and credit shopping (and paid
advice by rating agencies to issuers) should be banned."

These more limited reforms may still be consistent with the current regulatory del-
egation of vast powers to a select group of CRAs. The authors believe, however, that
their effectiveness in addressing the failures exposed by the current crisis is likely to
be low. In contrast, an open-access, non-prescriptive approach by regulators, elimi-
nating the NRSRO designation and the extensive 'hard wiring' of the CRAs in the reg-
ulatory system, would shift onto issuers and investors the burden of determining the
pieces of information that are most relevant to evaluate the risk of each security, and
would not run the risk of obsolescence. It would also reduce, instead of further
increasing, the tangle of regulations in this area. This is an instance in which less reg-
ulation might also be safer and better regulation. 

2.10 The Treatment of Distressed Banks

Mathias Dewatripont and Jean-Charles Rochet start from the observation that the
current regulatory system is inconsistent because it has not attempted to harmonize
the treatment of distressed banks. This stands in contrast with the efforts to harmo-
nize capital ratios under Basel I and II. This harmonization has several significant
flaws that must be addressed, but the idea of harmonized capital ratios is a sound one,
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which should be extended to the treatment of distressed banks. This is a central issue,
because of 'political economy' considerations: whether in good or bad times, supervi-
sors always face pressure from lobbies and from politicians that undermine the prop-
er functioning and stability of the financial system. There is therefore a cost in leav-
ing the treatment of distressed banks  vaguely specified or unspecified and therefore
at the discretion of supervisors. Regulatory authorities need to be protected ex ante
through a system of transparent rules. Of course, there is always a potential cost of
such rules in terms of loss of flexibility. But the current system has clearly erred in the
opposite direction. Dewatripont and Rochet offer a number of recommendations to
move closer to a rule-based system that maintains some flexibility.

Dealing with individual banks, they argue that a harmonized special bankruptcy
regime should be established for banks. This would involve US-style 'prompt correc-
tive action': giving to the (independent and well-staffed) supervisory agency powers
to limit the freedom of bank managers (and possibly remove them) and shareholders
(and possibly expropriate them) before the bank is technically insolvent. Regarding
the structure of regulation, they stress that, while consolidated supervision - bundling
ex-ante monitoring and ex-post intervention - allows for cost savings and simpler coor-
dination, it may reduce accountability. That can be countered by reducing discretion
in terms of intervention by the supervisors (as in the US). 

Finally, Dewatripont and Rochet argue for a limited number of simple indicators
rather than highly sophisticated systems. The signals triggering intervention should
be crude indicators of the risk of potential problems. Simplicity reduces manipulabil-
ity and enhances transparency and credibility. Rather than a single, complex capital
requirement, as in Basel II, they recommend relying on a battery of plain indicators,
in order to provide simple signals of the various dimensions of banking risks (includ-
ing liquidity and transformation risks, risks of large losses, exposure to macroeco-
nomic shocks, �). These would be used simultaneously to determine whether super-
visory corrective action is needed.

Banking crises do happen, so Dewatripont and Rochet recommend explicit ex-ante
provisions. This implies a coordinated mechanism (involving the central bank, the
supervisor and the finance ministry) for declaring a crisis formally and triggering the
release of public funds. Once in a crisis, undercapitalized banks may lack the incen-
tives to be well managed. One should go for 'real' recapitalization, even if it is costly,
rather than for low capital requirements. Maintaining adequate capitalization in bad
times may have procyclical effects, however, as we see with current regulation.
Avoiding this requires 'automatic stabilizers' in the regulatory system, such as higher
capital ratios in good times, dynamic provisioning, capital insurance (privately or
publicly provided), or procyclical deposit insurance premia.  

Dewatripont and Rochet consider international cooperation in crisis management.
For economic areas which are meant to be highly integrated, such as the EU, they rec-
ommend moving towards a centralized supervisor and a centralized deposit insurer.
If one wants to keep integrating the world banking market, one should therefore also
seriously consider partial centralization of supervision and deposit insurance at the
global level. Without such centralization, it is important to foster best practices in
establishing credible Memoranda of Understanding for cross-border banking crisis
management between authorities that detail in particular the respective rights and
obligations with respect to intervention thresholds and deposit insurance.

Introduction, main policy proposals and summary
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2.11 Corporate Governance

In the final chapter, Marco Becht stresses that the current crisis has brought to light
classic examples of board failure on strategy and oversight, misaligned or perverse
incentives, empire building, conflicts of interest, weaknesses in internal controls,
incompetence and fraud. These corporate governance failures have not, however, fol-
lowed a simple pattern. There have been problems at widely held banks, at banks
with a large shareholder and at banks controlled by the state. There are robust banks
and distressed banks with similar corporate governance arrangements. Equally there
is no simple pattern across countries. Banks have collapsed in countries with weak
shareholder rights and in countries with strong shareholder rights. Banks with weak
governance have collapsed in one country, but banks with equally weak governance
did not collapse in other countries.

Moreover, it is likely that systemic failure would have occurred even with perfect
governance at the level of individual institutions.. Governance at the firm level did
not take into account the systemic stability implications of selling or purchasing cer-
tain financial services. At the micro level it appeared that risk could be insured and
lending expanded profitably. In many cases there was no agency problem at the firm
level. Shareholders and boards encouraged executives to expand and leverage.
Corporate governance at the firm level was never designed to internalize contribu-
tions to systemic risk. 

Many non-bank institutions on the periphery of prudential regulation have con-
tributed to the leveraging of the world economy. Pension funds and asset managers
of all sorts purchased what turned out to be "toxic assets", either directly or by pur-
chasing shares in institutions that did. Private equity firms drove up leverage in the
corporate sector, with the consent of the buyout targets' shareholders and of their
own investors. Central gatekeepers like credit rating agencies and analysts did not
raise the red flag, for the reasons mentioned in Pagano and Volpin chapter. These
developments pose new challenges for prudential regulation, which has traditionally
focused on banks.

This diversity of experiences suggests that corporate governance failures have com-
bined with regulatory failures in complex ways. This would explain why some banks
within the same countries failed and others did not. It would also explain why some
countries have avoided major bank failures while others could not. The failure to
incorporate systemic risk into the corporate governance and incentive contracts of
individual institutions amplified these problems. In many cases governance did not
provide a failsafe means of offsetting regulatory failure. 

This leads Becht to make several specific recommendations. First, on the corporate
governance and prudential supervision of individual institutions: Banks need to
recruit individuals of outstanding competence and integrity to run them, especially
once they are recapitalized, nationalized or re-privatized. These individuals must be
given appropriate pecuniary and non-pecuniary rewards to make themselves avail-
able and to succeed. The banks should follow the example of Union Bank of
Switzerland (UBS) and conduct a detailed investigation of the sources of their write-
downs and propose measures for their future avoidance to shareholders and regula-
tors. The incentive contracts for executives must be analyzed at all levels, and per-
verse incentive schemes must be banned. Becht notes, however, the need to investi-
gate the governance of regulators and the incentives they can provide for their staff
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in parallel with the governance of financial institutions. Similarly, corporate gover-
nance failure at state-controlled banks in some G20 countries has undermined the
credibility of government intervention in the banking sector. The corporate gover-
nance of state-owned or nationalized banks deserves special attention.

In order to build financial stability incentives into corporate governance structures,
Becht makes an original proposal: the creation of an International Financial Stability
Fund that takes equity positions in the financial institutions of participating coun-
tries and monitors their activities. The fund would have no controlling stakes but
would act as a focal point for other institutional investors with significant influence.
The fund could also provide the capital insurance recommended by Kashyap, Rajan
and Stein (2008).

Introduction, main policy proposals and summary
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1. Global imbalances, crisis, and economic policy

I propose here an interpretation of the crisis and its policy implications. There is now
an extensive literature, and the data are easily available, so here I simply set out the
argument, with only a few references and no tables or graphs.

I maintain that global macroeconomic imbalances are the underlying cause of the
crisis. I then consider forward-looking concerns and policies to deal with them. I con-
clude by proposing several major policy initiatives. They will require action by both
the developed country members of the G20 and the developing and emerging mar-
ket G20 countries. Implementation may fall to individual countries, to the group as
a whole, or to the international institutions. But regardless of the origins of the crisis,
responsibilities for dealing with it lie with all countries and are reciprocal. The key
proposals regarding global imbalances include:

� Provide emerging market countries with credible insurance against sudden stops,
through central bank swap lines, reserve pooling, and an expansion of IMF
resources with significant changes in how they may be used. Only this could
induce them to forego further accumulation of precautionary reserves and
accept a switch from current account surpluses to deficits.

� Give high priority to developing the domestic financial markets of developing
countries, focusing on creating conditions for them to borrow internationally in
their own currencies. This too is an essential condition for comfort in accepting
capital inflows and current account deficits.

� Directly control currency mismatches, possibly by requiring that advanced country
financial institutions accept obligations only in the currency of the borrower. 

� Limit the balance sheets (leverage) of systemically important financial
institutions so as not to exceed the fiscal capacities of their host governments.
This would indirectly constrain global imbalances.
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2. Global imbalances as the source of the crisis

2.1. The underlying problem in international finance over the past decade has been
global imbalances, not greed, poor incentive structures, or weak financial regulation,
however egregious and important these may be. The macroeconomic imbalances did
interact with the financial sector problems. I pass by the debate whether the global
imbalances and associated financial sector weaknesses could have been remedied
gradually, without a crash, had Lehman Brothers not failed (as I believe). I simply
argue here that global imbalances led to financial sector distortions, and avoiding the
next crisis of this kind requires addressing them. 

The Russian default of August 1998 and the LTCM near-death experience of
September 1998 caused great instability in the financial markets. Fear was pervasive
by the end of September, and in early October even the US Treasury market became
illiquid briefly. The dollar fell by almost 15% relative to the yen in three days in
October. There was a major spike in volatilities for almost all financial assets. In the
major US banks, leverage was actually greater in 1998Q3 than in 2007Q3, and
deleveraging in 1998Q4 went further than it has gone so far since autumn 2007. 

But this 'crisis' had virtually no effects on the real economy. It was transmitted to
Brazil, but even there, it was not a disaster. The major differences with the past six
months are that there were no big global macroeconomic imbalances then (except
perhaps for the weakness of the yen), and financial engineering had not yet devel-
oped the range of complex structured products we saw in 2005-07, nor were the banks
holding such instruments in off-balance-sheet vehicles. I suggest that the global
imbalances that built up in the past decade permitted and indeed stimulated the dys-
functional aspects of financial markets and instruments that are now troubling us.
They brought low interest rates, the search for yield, high leverage in financial insti-
tutions, and an excessive volume of financial intermediation, which even the sophisti-
cated American and British financial systems could not handle responsibly.

2.2. It is important to distinguish two separate features of the global imbalances:

(a) The much greater dispersion of current accounts (absolute values). This puts a
burden on financial systems to intermediate the large gross flows. In 1996, the
US current account and emerging market plus developing country current
account were each about zero. In 2008, the US current account was in deficit by
$ 600 bn, the emerging market/developing country current account in surplus
by $ 900 bn.

(b) Capital flowing the 'wrong way', from developing countries and emerging
markets to advanced countries. Both surplus and deficit advanced countries
invest mainly in other advanced countries.  And counterintuitively, developing
countries with fast productivity growth show capital outflows, while those with
slow productivity growth attract capital inflows (Gourinchas and Jeanne, 2008). 

2.3. Much of the policy discussion has focused on the US deficit and the Chinese sur-
plus, but the phenomenon of global imbalances is much broader. There are several
other major advanced countries with large deficits (UK, Spain, Australia) and many
Asian emerging market countries and (until recently) commodity exporters with large
surpluses, as well as Japan and Germany. 
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This pattern and the data are well known (see Ferguson et al. 2007, Ch 3). 
But until the crisis, the main concern seemed to be the potential rapid unravelling

of imbalances and the associated risk of abrupt dollar depreciation. With the notable
exception of the Bank for International Settlements, analysis seldom focused on the
consequences of low real interest rates and the 'search for yield'; nor on the implica-
tions of global imbalances for financial intermediation in advanced countries. The
latter turns out to be most important. In fact, the classic 'sudden stop' crisis (for the
US), a reversal of capital flows, is the only one that has not happened! There is no dol-
lar crisis (yet). The major exchange rate move so far is large yen appreciation, despite
a 'flight to quality' into US Treasuries, with perhaps a new bubble there, and the dol-
lar has appreciated significantly relative to the euro since its low.

2.4. In regard to financial intermediation, before autumn 2007 much attention
focused on volatilities in advanced country foreign exchange, bond and equity mar-
kets, asking why they had been so low from mid-2004 onwards and considering the
risks that rise in volatilities would pose. Global imbalances played a significant role
in the fall of volatilities: they contributed strongly to a sharp rise in the volume of
financial transactions and to a major increase in global liquidity, both of which
brought lower volatilities. Moreover, low volatilities, together with lower and more
stable inflation and low interest rates, led to the 'search for yield' that brought many
of the financial excesses. The rise in volatilities since August 2007 has in turn been a
significant part of the financial turmoil, although the volatility spikes were not
extreme relative to historical experience until 15 September 2008. But before then,
the rise in volatilities had killed the carry trade, with effects from Iceland and Turkey
to the yen. 

2.5. Two main stories appeared, however, to justify the pattern of capital flows that
we have called imbalances. They saw the imbalances as a sustainable equilibrium. The
first was the 'Bretton Woods II' argument (Dooley et al., 2003) that several major
developing and emerging market countries, in particular China, were deliberately
maintaining undervalued exchange rates as part of an export-led growth strategy � in
the Chinese case, intended to absorb surplus labour coming out of agriculture. They
were willing to invest the resulting foreign exchange reserves in the United States,
and this 'vendor finance' could continue for a decade or more. But this analysis mis-
understood the rationale for trade surpluses: those surpluses were intended to build up pre-
cautionary reserves to deal with 'sudden stops' in capital flows, and policy-makers in the
developed countries and international agencies encouraged this. The effect may be the
same, but the interpretation of imbalances and their policy implications are totally
different. 'Excess' reserves safeguard against both 'sudden stop' and flight by domes-
tic savers (when no capital outflow controls). The Bretton Woods II story was also too
focused on China; it put excessive emphasis on exchange-rate policy; and it included
odd views about foreign exchange reserves serving as 'collateral' for FDI coming from
the US (so the US could expropriate those reserves in the case of foreign expropria-
tion of FDI).

Caballero et al. (2007) posit a global 'shortage of reliable and tradeable assets', col-
lateralisable assets. This shortage was a particular problem for the countries with
excess savings and undeveloped financial markets. They were constrained to buy US
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assets, because of the unparalleled breadth and depth of US financial markets and the
abundance of appropriate financial instruments. Mendoza et al. (2007) stressed the
asymmetry in financial market development. Both versions gave a rationale for an
equilibrium transfer of capital from the excess savings countries to the low-savings
advanced countries, especially the US. But this interpretation does not fit the patterns
of capital flows.

(a) Surplus country savings went into all advanced country financial assets, with
a wide range of quality.

(b) No one now believes in the exceptional quality of US private sector financial
assets or intermediaries. Indeed, it is now abundantly clear that not only the
Asian countries have difficulties with financial intermediation. But the capital
inflow to the US continues, along with the current account deficit.

(c) US gross capital outflows are very high � primarily to other advanced countries

(d) Gross flows to the US did not come primarily from the private sector (before
2008), but rather mainly from foreign central banks (supposedly themselves
intermediating on behalf of their savers). Recently central banks (except for the
Peoples Bank of China) have apparently stopped buying Treasuries, but the
foreign private sector is now doing so.

Moreover, the pattern was not benign. The inflows did not finance US investment,
but rather consumption and government deficits. Nor did the process channel emerg-
ing market savings into emerging market investment projects � instead, a lot covered
the US current account deficit, the rest went mainly through the US to advanced
country markets.

Both of these interpretations of global imbalances � which do not really regard
them as imbalances in the sense of disequilibria � ignore the stresses that the massive
capital inflows created for financial intermediation in the US and other advanced
countries. Neither story addresses the key questions about global imbalances going
forward. In the light of the crisis and policy responses to it, can the US deficit con-
tinue � or will a collapse in trade go with rise in US savings, fall in investment, and a
major recession? The rise in US government deficits goes in the opposite direction �
but how will that be financed, by domestic or foreign investors? Indeed, what foreign
investors, if commodity prices stay low and Asian surpluses fall? I address these short-
run questions below.

2.6. Global imbalances, in particular the 'savings glut' (see below), together with loose
monetary policies in the US and some other advanced countries, are the prime sus-
pects as the cause of low real interest rates and consequently the search for yield.
Globally, after 2000, the IS curve shifted to the left, and the LM curve shifted to the
right (so both downwards). Global liquidity rose sharply, partly because of the mon-
etary effects of reserve accumulation. Output was maintained at low interest rates.
But interest rates were not in fact exceptionally low � compare the 1970s, when ex
post real interest rates on sovereign borrowing were negative 1-2%. It was much
remarked, however, that when US short rates went up, long rates did not (the
'Greenspan conundrum'). That was partly because of the increase in foreign central
banks' demand for Treasuries and US agency securities, a consequence of the global
imbalances.
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The difference with the 1970s is financial deregulation. So is that the problem? Yes,
insofar as elimination of capital controls and the advances of financial innovation
permitted (financed) current account imbalances. But 'financial excesses' are as old as
financial markets. Just because they became based on securities rocket science and rat-
ings agency failures does not make the various manifestations of 'greed' new. So yes,
we do need better regulation, but we should not imagine that will suffice unless we
deal with the global imbalances. Yes, there was excessive leveraging, but deleveraging
alone will not bring conditions sufficient for recovery. On the other hand, prevent-
ing excessive leveraging in future should help to reduce the global imbalances (see
below). 

2.7. Is the problem flows or stocks, the latter issue being the 'sustainability' of debt
burdens, domestic as well as foreign? In fact, US net foreign debt did not rise in the
period 2002-2007, because of valuation effects, although preliminary data suggest it
did rise substantially in 2008 (Milesi-Ferretti, 2009). But the stocks of domestic debt
will now rise substantially in the advanced countries. Although I shall not discuss sus-
tainability (see Buiter's essay in this book), I shall consider how this relates to global
imbalances. I also look at flows, which create problems for financial intermediation.

Current account imbalances are real imbalances. Exchange rate adjustment may be
necessary but certainly not sufficient to reduce them.

We focus on net savings, i.e., savings minus investment. A well-known interpreta-
tion, related to those in Sec. 2.5 above, is the 'savings glut' story (Bernanke 2005). But
this is oversimplified and asymmetrical. A savings glut in one region must have as a
counterpart excess domestic demand in another, and unless one can demonstrate a
causal relationship, it is not helpful to represent the former as prior. 

Of course US net savings equals rest of world net investment. From the beginning
of the decade, rest of world net investment did fall (with both investment down and
savings up). But even this is not straightforward, since investment actually rose sub-
stantially in China, though it fell elsewhere in Asia. Chinese savings rose even more,
however, from corporates as much as households. On the other hand, US net savings
fell � there was both a credit-fuelled rise in household consumption and a fall in gov-
ernment saving due to tax cuts and rising expenditure, much of it war-related.

The US could grow without saving because of Asian finance (partly due to the
international currency status of the dollar). Once we emerge from global recession, it
is unlikely that this could continue.

3. Concerns looking forward

3.1. There are major unresolved macroeconomic issues. Fiscal stimulus in the
advanced countries (both US and Europe) will generate a very large increase in net
government debt issuance � a major asset supply shock. Who will absorb this debt? If
it is to be domestic financial markets, then interest rates must rise, at least at the long
end of the yield curve. Then we can envisage an increase in savings and possibly some
fall in private investment, which could permit reducing current account deficits. In
the medium run this is desirable: households should reduce their indebtedness, and
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dealing with global imbalances requires raising savings in the advanced countries
with current account deficits. 

If real interest rates must rise, however, and if there is a zero interest rate policy,
then there may be deflationary pressures as well as a sharp steepening of the yield
curve. The deflationary impulse would be dangerous, as it could lead to Fisherian debt
deflation.  Alternatively, the domestic central banks could buy the government debt,
as part of quantitative easing. Or foreign central banks and sovereign wealth funds
buy the government debt, and we have 'twin deficits'. But inducing foreign investors
to absorb this debt will require some combination of higher interest rates and
exchange-rate depreciation. So the dollar, the euro, and sterling all fall in that sce-
nario, while long rates rise. 

Depreciation creates a potential inflationary pressure. This might be welcome, in
limited measure: real rates fall, the burden of debt is somewhat eroded, and the depre-
ciations facilitate current account adjustment, that is, a reduction in the global imbal-
ances. To assess these scenarios, see the essays by Gerlach and Ito in this volume. The
experience of the 1930s and of Japan in the 1990s may be relevant.

3.2. The markets indeed fear that the US might want to devalue or inflate its way out
of crisis. Many G20 policy-makers fear that capital will be pulled out of emerging mar-
kets into the government bond markets of developed countries running large fiscal
deficits. Could that provoke emerging market country defaults? Interest rates are low,
but commodity prices are down, and it is harder to grow out of a debt crisis in a glob-
al recession.

3.3. This leads us to ask whether the rest of the world can do without US deficits. Is
the major global imbalance not destabilising, but rather necessary? This breaks down
into two questions. First, where will the 'replacement' demand come from? The
answer is clear: it must be from a rise in domestic demand in the surplus countries, achiev-
able only if they are willing to expand and accept a fall, perhaps a reversal, of their current
account surpluses (see below). Second, where will international liquidity come from?
This is not in fact a problem: the issuer of the main international currency (world
banker) need not run current account deficits. It can instead just borrow short and
lend long, as the UK did under the gold standard (while running large current
account surpluses).

3.4. And will we eventually see the oft-foretold dollar crisis (as in Krugman 2007)?
The safe haven effect will not last, short-run private inflows will turn around, and for-
eign central banks are unlikely to step in (partly because their surpluses are falling).
So this is a real possibility still.

4. Policies

4.1. The key desiderata are clear.

� Limit both global imbalances and financial fragility. 
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� Avoid reversing financial development and financial integration.

� Avoid financial repression.

� But limit crises.

� Get capital flowing from advanced countries to emerging market and poor
countries. So reduce emerging market surpluses, even go to deficits. But then we
must assure the emerging market countries that they can safely accept current
account deficits � i.e., that the international financial system and institutions
will insure them against sudden stops. 

4.2. Where financial regulation and global imbalances intersect directly: Limit bor-
rowing and leverage of financial institutions. That is, limit the increase in balance
sheets of systemically important financial institutions (balance sheets of intermedi-
aries) to below the increase in the fiscal capacities of host governments. That is not
specifically external assets, but such a constraint would naturally limit the increase of
external assets, because the institutions cannot expand their balance sheets much by
relying exclusively on domestic capital markets (that would drive up interest rates).
So this proposal is directly linked to global imbalances. The institutions could not
have expanded leverage without borrowing from abroad, which kept interest rates
low and permitted leveraging up.

4.3. Control currency mismatches. One proposal made several years ago by Anne
Krueger (2000) should be resurrected. Advanced countries could require that their
financial institutions accept liabilities abroad only in the currency of the borrower.
Alternatively, borrowing countries could make foreign currency obligations incurred
by domestic firms and households unenforceable in their courts. 

4.4. There are cogent arguments for countercyclical capital controls � on inflows in
boom, on outflows in recession. This does suppose that there will be periods of sig-
nificant inflows. As recent Chinese experience suggests, capital controls are often
porous, but they still have some effect.

4.5. Most important, perhaps, is that the international financial system should pro-
vide credible insurance to countries that forego further reserve accumulation. With
recent experience in mind, that will require some conviction and serious insurance
schemes. After all, the emerging market countries might reasonably think now that
they need even more precautionary reserves! The three avenues for this are:

(a) central bank swap lines � with the Fed, ECB, BoJ, and among the emerging
market countries themselves (as in the Chiang Mai initiative � but these would
have to be on much larger scale and more automatic)

(b) more ambitious 'reserve pooling' arrangements � would it be possible to go
beyond swaps on a large scale? There are serious political obstacles here, but
with some imagination and commitment, they might be overcome.  The IMF
looked carefully at the issues in 2006-07.

(c) the IMF � we have proposed a 'lender of first resort' scheme (Cohen and Portes,
2006), and there are other 'insurance' proposals that avoid the pitfalls of the ill-
fated contingent credit line.
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4.6. For the longer run, the emerging market countries do need much greater finan-
cial development and effective domestic financial intermediation. This partly comes
from international financial integration, so we should not want to limit that except
in circumstances where it might have the potential to be seriously destabilising. These
countries also need to be able to borrow in their own currencies � despite the 'origi-
nal sin' view, this has proved to be possible (cf. Brazil). Domestic bond markets, how-
ever, need substantial domestic investors � pension funds, insurance companies, asset
managers.

4.7. An addendum: in some policy discussions and comment, there has been empha-
sis on exchange rates, both swings and misalignments, as part and parcel of global
imbalances. But although exchange rate stability is desirable, we are not going to get
it among the key currencies. We cannot specify equilibrium exchange rates so as to
get an agreed basis for policy (the IMF has three different models which typically give
a fairly wide range of answers). Nor could an agreement be implemented � 'reference
rates', 'grids' are all unreliable and unenforceable without effective capital controls
(although occasional intervention might be useful). If that is what IMF surveillance
focuses on, it will just be ignored or discredited. A useful policy in this domain would
be to encourage smaller currencies to go into currency unions with large ones (euroi-
sation could have made a great difference for Iceland).
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Introduction

The traditional approach to analysing capital flows to emerging market economies
has been to distinguish between push and pull factors. The former refers to factors
relating to conditions in the major financial centres which affect the propensity of
global investors to allocate funds towards the emerging markets asset class, while the
latter refer to the fundamentals in the host economies that affect the expected return
and volatility on investment.

In truth, both types of factor are at play during any given episode but their relative
weights vary substantially over time and across countries. During the 1980s, the ini-
tial negative push factor of the increase in dollar interest rates during 1981-1982
helped to trigger the Latin American sovereign debt crisis. However, negative pull fac-
tors (macroeconomic instability, inward-looking policies) prolonged the lost decade.
In turn, the resumption of capital flows to emerging market economies in the early
1990s was in part facilitated by the low dollar interest rate associated with the US
recession. However, there were also many positive pull factors, due to the attainment
of macroeconomic stabilisation and the adoption of more liberal and reformed poli-
cy packages.1

The three major crises emerging market financial crises during 1994-1998 also
exhibited different mixes of push and pull factors. While the sharp rise in US interest
rates during 1994 doubtless contributed to the Mexican crisis, the main factors relat-
ed to concerns about the scale of the current account deficit and domestic political
uncertainty. Negative pull factors (fears of current account sustainability, banking sta-
bility and investor protection) were to the fore in the origins of the 1997-1998 Asian
financial crisis, even if these were compounded by contagion effects and fickleness on
the part of international investors. Similarly, the proximate cause of the 1998 crisis
was the negative pull factor of the Russian default. However, its transmission around
the world was driven by negative push factors, with the retrenchment of global
investors, especially in the aftermath of the LTCM collapse.

The past decade has seen a transformation in the external financial profile of the
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emerging market economies. With the exception of Central and Eastern Europe, the
scale of net foreign liabilities fell in many emerging market economies, levels of
reserves were improved and alternatives to foreign-currency debt financing were
developed. With stronger fundamentals in other emerging market economies, the
2001 Argentina crisis was not widely transmitted across this group of countries, pri-
marily adversely affecting only its close neighbour Uruguay. Similarly, the 2001
Turkish crisis was largely contained in terms of its international impact.

Moreover, the willingness of global investors to remain invested in other emerging
market economies also indicated that the sophistication of this asset class had
improved, with a deeper pool of investment analysts better able to discriminate across
economies with very different fundamentals. Accordingly, there were grounds for
hope that any future crises that would be triggered by negative pull factors in specif-
ic economies might not unleash the contagion forces that played a role during earli-
er crises.

The positive pull factors that have operated over the past decade have been rein-
forced by positive push factors. In particular, the low interest rates in the core finan-
cial centres during 2001-2006 and the compression of spreads between low-risk and
higher-risk domestic securities increased the perceived attractiveness of investing in
emerging market economies in the search for yield. The boom in commodity prices
acted as another positive development for those emerging market economies that
were positive net exporters of commodities.

Symmetrically, emerging market economies are negatively affected by the current
global financial crisis by the reversal of these positive factors. The severe problems in
the major financial centers represent a negative push factor, in the sense that finan-
cial crises in these core markets have led to several mechanisms by which capital is
pulled back from foreign markets. In particular, risk aversion has increased such that
the spread between low-risk and higher-risk securities have widened. Moreover,
investment institutions are seeking to liquidate assets, in order to improve liquidity,
reduce leverage ratios and satisfy redemption and margin calls. In terms of negative
pull factors, the global recession hurts the short-term growth prospects of export-ori-
entated emerging market economies, while the collapse in commodity prices is a fur-
ther blow to net commodity exporters. Accordingly, the emerging market economies
now face a much harsher external financial environment.

The structure of the rest of this paper is as follows. In Section 2, I outline some con-
ceptual issues in thinking about capital flows to emerging market economies. Section
3 reviews recent empirical trends in the international financial integration of emerg-
ing market economies. I turn to the impact of the global financial crisis in Section 5,
while the major policy challenges are discussed in Section 6. Finally, Section 7 offers
some concluding remarks.

Some conceptual issues

In keeping with the distinction between push and pull factors, the academic litera-
ture has paid considerable attention to both dimensions. In relation to positive and
negative pull factors, the greater vulnerability of emerging market economies to cap-
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ital flow reversals has been attributed to a number of factors. First, there is a signifi-
cant risk of re-offending in terms of default: the historical incidence of default has
been a good predictor of default probabilities in recent decades (see, amongst others,
Reinhart and Rogoff 2004). Second, less-developed economies tend to be more
volatile in terms of economic performance. In part, this can be explained in terms of
the composition of industrial structure and, in some cases, a greater reliance on pri-
mary commodities for export revenues.

However, it is also case that it is just more difficult to make trend output projec-
tions for countries that are far from the frontier (Aguiar and Gopinath 2007). While
the output growth of leading-edge economies such as the United States is bounded
by the rate of global technological progress, a less-advanced economy has the poten-
tial to grow very quickly if it has the right combination of good policies and good
luck. Equally, by the nature of the institutional limitations that explain why countries
have not already joined the group of advanced economies, there is considerable scope
for an economy to experience a downward slide in its relative economic standing.
Accordingly, foreign investors may react with considerable elasticity to perceived
shifts in the potential economic performance of an emerging market economy: good
news stories may stimulate a capital inflow windfall, while bad news may trigger a
major reversal.

This fragility has historically been compounded by the traditional external fund-
ing mechanism for developing countries. In particular, until recent years, external lia-
bilities typically took the form of foreign-currency debt. Accordingly, negative eco-
nomic events that induce currency depreciation lead to a deterioration in balance
sheets, which amplifies the impact of the bad news.2 Accordingly, a negative shock of
the same magnitude that hits both an advanced economy and an emerging market
economy has a more severe negative impact on the latter, such that capital may flow
out more quickly.

A further amplification mechanism is provided by the historical tendency towards
procyclical fiscal policies in many emerging market economies. Under this pattern,
governments boost public spending and cut taxes during booms, only to be forced
into fiscal contractions during downturns.3 This destabilising pattern provides an
additional reason why foreign investors may flee at the first signs of a deterioration
in economic performance.

The reliance on foreign-currency debt has been termed original sin to connote that
this may be an intrinsic feature of the capital market environment that faces emerg-
ing economies (see the contributions contained in Eichengreen and Hausmann
2005). However, it is important to emphasise that the external balance sheets of
emerging market economies have been radically restructured over the last decade.
While domestic-currency foreign borrowing remains extremely limited, the share of
non-debt instruments (FDI and portfolio equity) in total foreign liabilities has
climbed. In addition, the gross foreign asset position has expanded, much of which
is held in the form of liquid foreign-currency assets (official reserves, private-sector
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2 There are many models of this balance sheet effect. See Devereux et al (2006) for a recent example.

3 There is a considerable debate as to whether this pattern can be attributed to pro-cyclical sovereign
access to credit or to distortions in the political system that disable governments from operating count-
er-cyclical fiscal policies.



liquid assets). Finally, the net foreign asset position of most emerging market
economies is much less negative than in the mid-1990s (with the major exception of
the Central and Eastern European economies). We describe these trends in more
detail in the next section but their overall impact should be to reduce the vulnera-
bility of emerging market economies to dislocations in international financial mar-
kets.

Turning to negative push factors, an adverse shift in the financial markets of the
advanced economies negatively affects capital flows to emerging market economies
through several channels. First, a decline in advanced-economy financial markets
may be associated with projections of a slowdown in advanced-economy output
growth. This negatively affects the emerging market economies through the trade
channel, especially for those emerging markets that pursue export-orientated growth
strategies that rely on the advanced economies as a primary source of demand.
Second, an increase in investor risk aversion tends to be general in nature, with high-
er-risk domestic corporate debt and emerging-market instruments grouped together
as investors switch into the most liquid and safest domestic assets.4 Third, even if pro-
fessional asset managers do not downwardly revise return projections for emerging
markets, these may be forced to sell positions in order to meet redemption calls from
clients or improve liquidity. Fourth, even if there are zero direct financial linkages, a
common analysis channel may exist by which shifting views of equilibrium asset
prices in the advanced economies are also adopted by domestic investors in emerg-
ing market economies. Since the size of domestic financial markets has expanded
over the last decade, the negative wealth effect from domestic asset prices declines is
now potentially much larger compared to previous crisis episodes.

This dynamic is compounded for highly-leveraged institutions, since declines in
the value of other holdings trigger margin calls and the forced sales of otherwise-
sound assets. A similar mechanism operates in relation to bank claims. These forces
operate more intensely, the greater the degree of leverage in the portfolios of the
investor institutions (Krugman 2008). Accordingly, the liquidity premium that has
characterised the current global financial crisis may exert an especially powerful neg-
ative push factor on capital flows to emerging market economies. An international
bank that must write down impaired assets in its advanced-economy operations may
be compelled to call in loans to emerging-market clients simply to rebuild capital ade-
quacy ratios.

McGuire and Tarashev (2008) provide evidence that the level of foreign bank
claims in emerging market countries is indeed influenced by funding conditions in
the interbank markets of the advanced economies and by the general health of the
advanced-country banking systems.5 Similarly, Chapter 4 of the IMF's October 2008
Global Financial Stability Report reports econometric estimates that shows that equi-
ty prices in emerging markets are systemically linked to advanced-country factors
such as measures of global excess liquidity, the credit risk premium (the level of the
10-year U.S. dollar swap spread) and the market risk premium (the implied volatility
of the S&P 500 index [VIX]).
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high-yield spreads in determining the volume of capital flows to emerging market economies.
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In summary, the historical evidence indicates that emerging market economies are
highly vulnerable to directional shifts in international capital flows, with a tighten-
ing of credit conditions in the major financial centres leading to a pull-back from the
emerging markets. Moreover, the vulnerability is compounded by fiscal pro-cyclicali-
ty during boom periods and the reversal in capital flows is often associated with sub-
stantial economic distress.6 In relation to the current global crisis that began in
Summer 2007, the major open question has been whether the steps taken by emerg-
ing market economies to self-insure has enabled this group to avoid the worst of the
crisis. We return to this issue in subsequent sections of this paper but next describe
the patterns in international capital flows in the period running up to the current cri-
sis.

Recent empirical trends

Figure 1 shows the degree of international financial integration of the major emerg-
ing market economies has trended upwards over time, where the IFI index is the sum
of foreign assets and foreign liabilities expressed as a ratio to GDP.7 As is analysed by
Lane and Milesi-Ferretti (2008a), the level of international financial integration
remains far below that exhibited by the major advanced economies. However, it is
much higher in terms of gross positions than was the case during previous crisis
episodes in the 1980s and 1990s. The scale of gross positions grew rapidly over the
last five years, which was mainly generated by an acceleration in gross capital flows.
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6 See Reinhart and Reinhart (2008) for a comprehensive empirical study of the behaviour of emerging
market economies during and after capital flows `bonanza' episodes.

7 In what follows, the group of major emerging market economies typically comprises the following mem-
bers of the G20: Argentina, Brazil, Mexico, India, Indonesia, China, Korea, South Africa, Saudi Arabia
and Turkey.

Figure 1.  International Financial Integration Ratio (5 of GDP)

Source: Based on updated version of dataset developed by Lane and Milesi-Ferretti (2007).



In addition, rising global asset values increased the scale of balance sheets relative to
GDP. Accordingly, in terms of gross cross-border positions, the emerging market
economies were much more integrated into the global financial system at the onset
of the current global crisis.

As was noted in the previous section, the composition of the international invest-
ment position of emerging market economies underwent a major shift. A major trend
has been the growing importance of FDI and portfolio equity as a source of finance
(Figure 2). This has been a positive development in terms of risk profile, since the for-
eign investor absorbs the risk of state-contingent returns on these positions. 
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Figure 2. Equity Share in Foreign Liabilities (% of total liabilities)

Source: Based on updated version of dataset developed by Lane and Milesi-Ferretti (2007).
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Figure 3. Portfolio Allocations to Major Emerging Markets

Source: Based on updated version of dataset developed by Lane and Milesi-Ferretti (2007).

Note: Portfolio holdings of major investor nations(US,UK,EuroArea,Japan) in selected emerging
markets(Argentina, Brazil, Mexico, Turkey, SouthAfrica, Russia, Saudi Arabia, India, Indonesia, China,
Korea). Source: Author's calculations based on IMF's Coordinated Portfolio Investment Survey.



We can gain further insight by inspecting the scale of the portfolio holdings by
advanced-economy investors that are located in the major emerging market
economies. Figure 3 expresses these holdings in terms of their weight in the total
international portfolios of the major investor nations. We observe the increasing
importance of emerging market destinations in portfolio equity assets, while these
countries are much less important in international portfolio debt holdings.

Figure 4 shows that the risk profile has been further improved by the rapid growth
in foreign-exchange reserves, which have increased from 5 percent of aggregate GDP
in the 1980s to over 25 percent by 2007.8

Taken together, these trends have led to a striking shift in the international con-
figuration of portfolios.9 Figure 5 shows that the major emerging market economies
have shifted from a position in 1995 in which these countries were both net debtors
and net recipients of equity investments to a profile in which a much larger negative
net equity position is nearly matched by a very large long position in foreign debt
holdings. The mirror-image trend is evident for the major advanced economies,
which increased their long position in foreign equity while also taking on a larger
short position in foreign debt.

The transformation of the external financial profile of emerging market economies
also included a major reduction in net foreign liabilities (Figure 6). This was achieved
by a sustained period of running current account surpluses (Figure 7). While the long-
term allocative efficiency of capital running uphill may be open to question, it should
have reduced the vulnerability of emerging market economies to capital flow rever-
sals, since the net external position has been a historical predictor of the incidence of
crises.
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Figure 4. Foreign Exchange Reserves (% of GDP)

Source: Based on updated version of dataset developed by Lane and Milesi-Ferretti (2007).

8 There is a rapidly-growing literature that seeks to explain the determinants of reserve accumulation. The
recent study by Obstfeld et al (2008) highlights financial development as a driver of external reserves,
in order to offer investors protection against the risk of a double drain. See also the recent analysis in
ECB (2009).

9 See also the analysis in Lane and Milesi-Ferretti (2007a).



The impact of these shifts in external capital structure has been to transform the
aggregate foreign-currency position of emerging market economies. Lane and
Shambaugh (2008) have developed an index of the foreign-currency exposure that is
embedded in a given level of foreign assets and foreign liabilities. This FXAGG index
has the range (-1,1) where a country that has only foreign-currency liabilities and zero
foreign-currency assets would score the value -1, while a country with zero foreign-
currency foreign liabilities and all of its foreign assets denominated in foreign cur-
rencies would score the value 1.  Table 1 shows the FXAGG index has become much
less negative for most major emerging market economies and indeed is substantially
positive for a number of countries. For this latter group, the depreciation of the
domestic currency would actually generate a positive balance-sheet effect, since the
capital gain on its foreign-currency assets would exceed the capital loss on its foreign-
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Source: Author's calculations based on updated version of dataset compiled by Lane and Milesi-Ferretti
(2007a)

Figure 5. Composition of External Balance Sheets

Note: Advanced G17 comprises US, UK, Euro Area, Japan and Canada. Emerging G17 is group of major
emerging market economies. Source: Author's calculations based on updated version of dataset compiled
by Lane and Milesi-Ferretti (2007a).

Figure 6. Aggregate Net Foreign Asset Position of G17 Emerging Market Economies (% of GDP)
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currency liabilities.
At one level, this general reconfiguration may be viewed as involving a major risk

transfer from the emerging markets to investors in the advanced economies. In turn,
this should be welfare improving to the extent that investors in the higher-income
economies with more developed financial systems should be better equipped to man-
age risk. However, the build up in large two-way gross positions also meant that fail-
ures in risk management and illquidity problems in the advanced economies would
be transmitted quickly to counterparts in the emerging market economies.

The Global Crisis and Capital Flows to Emerging Markets

Figure 7. Current Account Balance of G17 Emerging Market Economies (% of GDP)

Source: Author's calculations based on updated version of dataset compiled by Lane and Milesi-Ferretti
(2007a)

Table 1. Foreign Currency Exposures

FXAGG
ARG BRA CHN IND IDO KOR MEX RUS S.Ar. S.Af. TUR

1995 -0.01 -0.13 0.15 -0.48 -0.56 0.00 -0.32 -0.02 0.59 0.02 -0.42
1996 0.01 -0.13 0.19 -0.42 -0.48 -0.05 -0.25 0.06 0.64 0.05 -0.38
1997 0.02 -0.17 0.26 -0.36 -0.55 -0.11 -0.20 0.13 0.58 0.10 -0.34
1998 -0.01 -0.24 0.31 -0.33 -0.52 -0.01 -0.22 0.01 0.48 0.20 -0.36
1999 0.02 -0.21 0.33 -0.27 -0.46 0.04 -0.20 0.06 0.48 0.27 -0.32
2000 0.02 -0.19 0.38 -0.21 -0.47 0.15 -0.15 0.17 0.54 0.31 -0.38
2001 -0.06 -0.17 0.37 -0.16 -0.46 0.15 -0.08 0.19 0.58 0.31 -0.34
2002 -0.08 -0.18 0.41 -0.07 -0.40 0.16 -0.09 0.24 0.63 0.29 -0.32
2003 -0.05 -0.12 0.43 0.03 -0.35 0.19 -0.09 0.22 0.66 0.33 -0.30
2004 -0.03 -0.05 0.43 0.07 -0.33 0.24 -0.06 0.23 0.72 0.34 -0.24

Note: Based on dataset developed by Lane and Shambaugh (2008).



The impact of the global financial crisis

Although the epicenter of the global financial crisis has clearly been in the financial
systems of the advanced economies, the emerging markets have been substantially
affected by the crisis. The most timely evidence is in terms of asset prices. Figure 8
shows that most of the major emerging market economies have experienced sub-
stantial currency depreciation against the US dollar, albeit with the major exception
of China. The decline in demand for emerging market bonds is evident in the sharp
decline in the JP Morgan emerging market bond index during 2008, even if it has ral-
lied to some extent in the most recent period (see Figure 9). Similarly, equity returns
in emerging markets have been very negative, as is shown in Figure 10. In addition
to the asset market data, activity indicators are now emerging that show severe
declines in exports and deceleration in output growth in the last quarter of 2008.
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Figure 8. Currency Depreciation. 30/6/2007 to 31/12/2008

Figure 9. EMBI Total Return Index



It should be acknowledged that full impact of these asset value declines has been
mitigated by several factors. For those emerging market economies that are long in
foreign-currency assets, currency depreciation per se confers a valuation gain.
Moreover, the short position of emerging markets in equity instruments means that
the global decline in equity values further improves the net foreign asset position of
these countries. 

For instance, Milesi-Ferretti (2009) estimates that each of the BRIC economies
made on the order of $200 billion in external capital gains during 2008. Accordingly,
the expansion in the equity share of liabilities has indeed provided some useful risk
transfer during the current crisis.
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Figure 11. Financial Reforms Index

Note: Index range is (0;21). Source: Abiad et al (2008).



The fact that currency depreciation exerts a positive balance sheet effect (or at least
a less negative balance sheet effect for those countries that still maintain negative for-
eign-currency exposure) means that currency depreciation can have a stabilising
impact on the emerging market economies, by helping to support net exports in the
face of a decline in external demand. This stands in contrast to the experience during
the 1990s, when sharp depreciations were associated with major contractions due to
the fact that adverse balance sheet effects overwhelmed the positive trade channel
impact.

Moreover, the high levels of foreign-currency reserves has helped to limit free-
falling currency depreciation, since national authorities can more credibly resist spec-
ulators that seek to engineer self-fulfilling currency attacks. Indeed, Obstfeld et al
(2009) find that the extent of currency depreciation has been smaller for those coun-
tries that maintained excess levels of reserves (relative to the levels predicted by their
empirical model).

In relation to the banking channel, the evidence is that banking claims on emerg-
ing market economies initially held up quite well. McGuire and Tarashev (2008) show
that the level of claims between mid-2007 and mid-2008 exceeded that predicted by
their empirical model that was estimated on data over 1992-2007. However, it is plau-
sible that banking claims may have declined in late 2008. In particular, there is anec-
dotal evidence that foreign banks active in Central and Eastern Europe have with-
drawn funds in order to replenish the balance sheets of parent banks.

It is also important to appreciate that there is variation across emerging markets in
terms of exposure to individual banking systems and in terms of the maturity of
claims, with those countries more heavily reliant on short-term funding from those
countries with the weakest banking systems and/or the greatest exposure to emerging
market economies facing the greatest risk of an adverse shift in funding conditions.
There is little by way of publicly-available high-frequency data on the behaviour of
international portfolio investors. However, market reports indicate that foreign equi-
ty flows to emerging markets have been negative in recent months, while the volume
of bond issuance by emerging markets has undergone a dramatic decline.

Policy issues

The increase in global risk aversion and the contraction in the balance sheets of major
international investment institutions means that the scale of gross capital flows to
emerging market economies is set to shrink in the near term, with the cost of capital
remaining above pre-crisis levels. This poses a host of near-term and medium-term
policy challenges for this group of countries.

In relation to near-term policy challenges, the governments in several emerging
market economies must manage deterioration in the balance sheets of key actors.
This problem is most intense for entities that relied on short-term external funding
to acquire longer-term illiquid domestic or foreign assets. To this end, the high level
of reserves that were accumulated in recent years improves the capacity to manage
balance sheet problems, both by enabling effective monetary expansion and through
direct deployment of reserves. However, the challenges in utilising foreign-currency
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reserves to stabilise the domestic economy in an environment in which domestic-cur-
rency and foreign-currency asset values are also falling are severe (Caballero and
Krishnamurthy 2001).

More generally, there is scope for domestic fiscal and monetary expansion in a
number of emerging market economies in order to support the domestic economy in
the face of adverse external shocks. Indeed, the planned scale of fiscal expansions is
quite large in some regions (most prominently, emerging Asia). However, the effec-
tiveness of fiscal interventions depends on the sustainability of a country's fiscal posi-
tion. This is fully recognised in the recent IMF study on the role of fiscal policy in the
current crisis (Spilimbergo et al 2008). While this study generally advocates the
deployment of fiscal policy, it recognises that it will not be effective in all countries.
In particular, the authors state. 

However, it is also essential that fiscal stimulus not be seen by markets as seriously
calling into question medium-term fiscal sustainability. This is key, not only for the
medium run, but also for the short run, as questions about debt sustainability
would undercut the near- term effectiveness of policy through adverse effects on
financial markets, interest rates, and consumer spending 
(paragraph 27 on page 8).

Accordingly, fiscal accomodation is only desirable for those emerging market
economies that can credibly demonstrate that the fisal position is sustainable over the
medium term. To this end, further progress in developing fiscal processes that can
protect sustainability is highly desirable (Lane 2003).

In addition to the domestic policy response, the international community has also
responded to the incipient funding crisis in some emerging market economies.10 Two
major innovations stand out. First, there has been the establishment of currency swap
arrangements among the world's major central banks and also vis-a-vis selected
emerging market economies. As is discussed by Obstfeld et al (2009), the currency
swaps with emerging market economies have typically been with countries that have
already very high levels of reserves. Accordingly, the main function of the swaps has
been to signal the commitment of the participating central banks to ensure adequate
foreign-currency liquidity for the countries in question.

Second, the IMF created the new Short-Term Liquidity Facility (SLF) that is avail-
able to those member countries that have previously demonstrated strong funda-
mentals in terms of sound policies, access to capital markets and sustainable debt bur-
dens. Since it relies on the track record of the applicant, the funds can be disbursed
quickly and without conditionality, such that the SLF has the potential to be helpful
in tackling short-term liquidity difficulties. Accordingly, the SLF represents a poten-
tially useful expansion in the range of instruments available to the IMF in dealing
with liquidity problems.

In relation to the medium-term goal of improving the structural foundations of the
international financial system, the over-riding principle is to reduce the risks faced by
emerging market economies in engaging with the international financial system
(Wolf 2009). In addition, in managing the residual risk, the goal is to develop mech-
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10 See McGuire (2009) for an illuminating analysis of the global dollar shortage that was created by inter-
national banks seeking to obtain dollar funding for the very large dollar asset positions that expanded
rapidly in recent years.



anisms that reduce the cost of insuring against such risks. We documented above that
significant progress has been made in shifting the external risk profile of emerging
market economies since the late 1990s. In general, the funding model for these coun-
tries has changed through a greater reliance on equity--type liabilities, the accumula-
tion of substantial liquid reserves and the running of current account surpluses.
While these steps have reduced the vulnerability to financial crises, each involves sig-
nificant inefficiencies. In particular, this strategy has been costly in terms of foregone
domestic absorption opportunities and in the potential for superior international risk
sharing arrangements. Moreover, it exerts substantial spillover effects on the reserve-
issuing countries, through the impact of persistent trade surpluses and the official-
sector demand for liquid securities.

In general, the appropriate framework for thinking about medium-term reform is
to recognise that the emerging market economies suffer from an incomplete level of
international financial integration. Unlike very low income countries, these
economies are sufficiently integrated into the global financial system to be exposed
to severe financial shocks. However, at the same time, these countries are treated dif-
ferently by the global system in comparison to the financial environment that faces
the most advanced economies. Empirically, Calvo et al (2008) and Kose et al (2008)
find that there is a threshold effect in terms of the relation between international
financial integration and financial stability. The goal for the emerging market
economies is to pass this threshold and thereby attain a more robust form of finan-
cial integration. Importantly, as is emphasised by Kose et al (2008), the financial inte-
gration threshold is affected by key features of the domestic economy, including the
level of domestic financial development, the quality of institutions and governance,
macroeconomic policy discipline and trade integration. Accordingly, reaping the
gains from financial globalisation involves the same types of reforms that are also
generally beneficial for domestic economic performance.

In relation to the domestic reform efforts of the emerging market economies, the
recent increase in the cost of external capital should induce an intensification of
efforts to develop the domestic financial system. Domestic financial development is
important for two reasons. First, the improved domestic mobilisation of domestic sav-
ings reduces the importance of external capital as a funding source. Second, a deeper
financial system increases the span of investable opportunities that are available to
foreign investors. Financial development should be broadly interpreted to encompass
improvements in corporate governance and the quality of the regulatory system. In
particular, the current crisis has highlighted that volume-based indices of financial
development (such as the stock of outstanding securities) are not good measures if the
financial system is distorted by a poor regulatory environment.

It is also important to take into account that the empirical evidence indicates that
financial reform policies only promote financial development in environments in
which private property rights are secure from arbitrary political interference (Tressel
and Detragiache 2008). Moreover, while the full impact of domestic financial reform
only unfolds over the medium term, the credible announcement of a programme of
financial reforms should be helpful even in the short term. While Figure 11 shows
that the major emerging market economies have made major progress in financial
reform, a considerable gap remains for several countries relative to a fully-liberalised
domestic financial system (the maximum score is 21 in the IMF index).
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It should also be understood that domestic risk management extends beyond the
financial system to include social insurance programmes. In advanced economies,
risk management is provided by a combination of public and private systems.
However, the degree of social insurance for major personal risks (illness, unemploy-
ment) is much less adequate in a number of emerging market economies, leading to
a high degree of precautionary saving by households. Accordingly, part of the reform
agenda is to improve the adequacy of social insurance, via welfare systems and the
public funding of relevant goods and services. In similar fashion, institutional reform
extends beyond the regulation of the financial system. A striking illustration is pro-
vided by Naughton (2006), who shows how the ambiguous ownership status of many
enterprises in China generates an extraordinarily high level of corporate savings, due
to lack of clarity over the appropriate distribution of dividend payments.

In relation to domestic reforms that directly affect the nature of international cap-
ital flows, one key element is the development of local-currency debt markets. Burger
and Warnock (2006) investigate the determinants of success in promoting local-cur-
rency debt markets and find that key drivers include the attainment of macroeco-
nomic stability (low inflation) and strong creditor protection. Indeed, these authors
note that the requirements for a thriving local-currency bond market are very similar
to those for the development of the domestic-currency banking system. Accordingly,
reform efforts that are targeted at improving the operation of debt financing in gen-
eral can serve the dual purpose of promoting both the bond market and the banking
system.11

So far, local-currency debt markets have been dominated by locally-resident
investors, with relatively little participation by foreign investors. While participation
by domestic residents is a major achievement in itself, it is also desirable to enable
effective cross-border capital flows in local currency. To this end, it is important that
the development of local-currency debt markets is complemented by the develop-
ment of the currency derivatives market, in order to allow investors to separately
trade currency risk and credit risk.

The role of derivatives markets in cross-border risk transfer is not well understood
at the empirical level, with many derivative trades simply redistributing risk across
domestic residents. However, the evidence from a recent national survey in Australia
is quite striking. The analysis of this survey by Becker and Fabbro (2006) shows that
currency hedging allowed Australian residents to transform the risk profile of the
external balance sheet. In particular, foreign-currency debt of AUS$428 billion at the
end of March 2005 was greatly reduced to AUS$90 billion through derivatives con-
tracts with overseas counterparties. These international hedges meant that the aggre-
gate foreign-currency exposure of Australia turned from negative to positive.
Accordingly, the Australian example illustrates how foreign-currency debt can be
transformed via currency derivatives into domestic-currency debt from the perspec-
tive of domestic residents.12
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11 Schmitz (2009) finds that domestic financial reforms stimulates capital inflows for a sample of emerging
European economies. A striking feature of his work is that it is banking-sector reform that is especially
important in attracting inflows.

12 This is not to under-estimate the regulatory and market design challenges in establishing a well-func-
tioning derivatives market. Again, the current crisis teaches us that poorly-functioning derivatives mar-
kets can lead to non-fundamental volatility in the prices of the underlying assets.



In addition to the promotion of local-currency debt markets, there is also consid-
erable scope to improve risk sharing via other types of state-contingent instruments.
For instance, the idea of GDP-indexed bonds has received considerable attention (see
Borensztein and Mauro 2004 for a recent and comprehensive review). In a series of
contributions, Caballero and a set of collaborators have advocated other types of
state-contingent instruments (see Caballero and Cowan 2007 for an overview of this
line of work). On the liabilities side, a commodities exporter might issue debt with a
coupon that is indexed to global commodity prices. More broadly, emerging markets
might tie yields to the high-risk spread in the US corporate debt market. The virtue of
these types of instruments is that the contingent element in the return is a function
of external conditions, such that it cannot be manipulated by the issuer. This feature
eliminates the moral hazard problem that generically affects state-contingent con-
tracts. There is also scope for greater use of state-contingent instruments on the asset
side of the international balance sheet, since many of the risk sharing benefits of
state-contingent liabilities can be replicated by an appropriate portfolio of assets.
However, the limitation of an asset-based approach is that, all else equal, it involves
the leveraging of the international balance sheet.

A second key element is to further promote international equity financing. As indi-
cated earlier, the share of equity in the foreign liabilities of emerging markets has
grown strongly over the last decade. However, corporate governance and regulatory
problems limit the attractiveness of emerging-market stockmarkets for many
investors (see, for example, the evidence provided by Kho et al 2008). However, the
evidence is that financial reform is associated with an increase in the equity share in
liabilities, such that investors do respond to shifts in the institutional environment
(Faria et al 2007). Similar factors also apply in relation to foreign direct investment.
In addition, there are restrictions in some countries that limit the capacity of foreign
investors to acquire controlling stakes in certain sectors that are deemed to be strate-
gically important. However, in the other direction, it is possible that the level of sub-
sidies and tax breaks offered to foreign direct investors is arguably excessive in a num-
ber of host countries, such that some shift away from foreign direct investment could
be desirable in some cases.

The importance of domestic institutional development extends beyond the finan-
cial sector. In particular, a fundamental goal for emerging market economies is to cop-
perfasten stability in macroeconomic policies. In relation to fiscal procyclicality, insti-
tutional reforms can do much to improve the cyclical behaviour of fiscal policy (Lane
2003). While there remains considerable variation across countries, the capacity of
countries such as Chile to develop fiscal processes that help to insulate the budget
from the curse of procyclicality has been impressive.

So far, we have discussed domestic reforms. An extension of this is to further pro-
mote regional financial integration. The empirical evidence is that gravity factors
such as distance and cultural linkages are influential in international asset trade
(Portes and Rey 2005, Lane and Milesi-Ferretti 2008b). In addition, there is a strong-
ly positive correlation between trade in goods and services and trade in assets.
Accordingly, there is much scope for regional levels of financial integration. In par-
ticular, regional capital flows may be more stable in character, in view of the under-
lying linkages between neighbouring economies and the lower level of bilateral
exchange rate volatility. Accordingly, it is desirable that regional groups intensify
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efforts to cooperate in the design of common institutional standards for financial
market development and work to lift barriers to cross-border asset trade.

Turning to the international dimension of reform, there is considerable scope for
the international community to support a more stable system of international
finance for emerging market economies. The international financial institutions have
a clear role to play in terms of the provision of technical advice in the development
of domestic financial systems. For instance, in relation to local-currency debt mar-
kets, the World Bank's GEMLOC program seeks to build a common knowledge base
concerning the operation of these markets.13

The IFIs could possibly do more in terms of issuing securities in the currencies of
the emerging market economies. Such issues have the potential to help to expand the
depth and liquidity of the domestic-currency bond markets, as well as allowing the
international financial institutions to make local-currency loans to clients in those
markets. Such issuance could be in specific currencies, such as the RMB-denominat-
ed bond issues by the Asian Development Bank and the International Finance
Corporation (the so-called Panda Bonds). In addition, securities could be issued that
are indexed to a basket of emerging market currencies (see also the discussion in Wolf
2009). More generally, in view of the free riding problem and other externalities that
inhibit the creation of new securities markets, the IFIs potentially have a central role
in helping to develop the types of state-contingent securities that may improve the
risk profile of the external liabilities of emerging markets.

In terms of the broader G20 agenda, it is in the interests of the emerging market
economies to support international reforms that improve stability in the major finan-
cial centres and at the global level. The strength of two-way international transmis-
sion mechanisms between advanced and developing countries means that this reform
debate has to involve representatives of the emerging economies in a central role. In
terms of governance arrangements, a major shift in the distribution of voting power
at the IMF would be clearly beneficial and it is up to the advanced economies to vol-
untarily agree to a new agreement, with the obvious potential for the consolidation
of representation by member countries of the European Union.

The current crisis has vividly illustrated how public sources of funding must be
available in the event of the breakdown of financial trade among private-sector coun-
terparties. At the international level, this reinforces the need for an expansion of the
funding base for the IMF. In tandem with a redistribution of quotas, it is appropriate
that the largest emerging market economies join the advanced economies in becom-
ing substantial underwriters of the IMF's balance sheet. A better-financed IMF that
stood ready to provide liquidity support would enable these economies to shed some
of their excess foreign-currency reserves and would be collectively more efficient.
Accordingly, the principle of major IMF renewal should be a key G20 target.

That said, it is unlikely that major IMF reform can be achieved in the short term.
The recent agreement to reallocate quotas in a limited fashion took a considerable
period to be negotiated and has not yet been ratified by all member countries.
Accordingly, the prospect of a more radical quota reform seems unlikely in the near
term. However, the expansion of IMF resources need not wait for the completion of
governance reform. Already, Japan has offered $100 billion in financing for the IMF,
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while other major surplus economies may also be prepared to offer extra funding.
In addition to reform of the global financial institutions, there is also room for a

greater level of regional initiatives. The limits to the potential resources of the IMF
and the heterogeneity of IMF membership means that there is scope for additional
resource pooling at the regional level.14 Most obviously, the bilateral swap arrange-
ments among ASEAN+3 countries under the Chiang Mai Initiative demonstrate the
viability of securing liquidity insurance that is additional to IMF resources.15

Moreover, the current crisis has also shown a regional capability to quickly respond
to the shift in international financial conditions. For example, major increases in the
scale of the agreed bilateral swaps between China and Korea and between Japan and
Korea were announced in December 2008.

Regional groupings may also be better placed in terms of continuous surveillance
of member country policies and in designing multi-dimensional forms of policy coor-
dination, by which regional integration in trade and factor mobility reinforces the
incentives to cooperate in terms of financial support.16 The European experience also
suggests that there may be scope for regional cooperation in the development of
processes that help in ensuring the sustainability of the public finances (Lane 2008).
While the scope for political integration clearly varies across regions and limits the
transferability of institutional models across regions, the general principle is to obtain
those benefits from regional integration that are feasible in each particular setting.

The analysis of international capital flows to emerging markets would be greatly
facilitated by renewed efforts to improve the collection of publicly-available high-
quality data on international capital flows and international investment positions.
While data availability has greatly improved with initiatives such as the Coordinated
Portfolio Investment Survey (CPIS), major data holes remain. Indeed, measurement
problems are growing in absolute scale, due to the rapid growth in the volume of
cross-border transactions and the pace of financial innovation. While these are severe
even for the most advanced economies, measurement problems are especially acute
for emerging markets and developing economies.17 Most obviously, offshore financial
centres play a central role in the intermediation of international capital flows, with
the information deficit particularly large for lightly-regulated entities such as hedge
funds. Better quality data would also do much to faciliate improved surveillance and
analysis by the IMF and other policy organisations, contributing to the development
of early-warning systems and other desiderata.
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17 See Lane and Milesi-Ferretti (2009) in relation to problems in the measurement of the US international
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Finally, it is important to appreciate that a broad reform programme at the domes-
tic and international levels could lead to a major re-configuration of the distribution
of global imbalances. In particular, the growing share of global GDP that is generat-
ed by emerging market economies in combination with successful domestic financial
development and appropriate international financial reforms may lead to this group
of countries seeking to be a major net absorber of global capital flows.18 If this scenario
plays out, other potential borrowers will receive smaller net capital inflows and/or the
level of global interest rates will climb. For advanced economies seeking to save due
to population ageing, this should be a welcome development.

Conclusions

At one level, the international financial position of emerging market economies has
undergone radical change since the late 1990s. Net foreign liabilities are much lower,
the role of equity financing has greatly expanded and very large foreign-currency
reserve positions have been accumulated. These steps have increased the capacity of
emerging market economies to withstand international financial shocks. However,
the limited role of domestic-currency debt in the funding of external liabilities means
that the nature of international financial integration for the emerging market
economies remains quite different relative to the experience of the advanced
economies. The self-insurance approach adopted by individual emerging market
economies is also highly inefficient in terms of the collective allocation of resources
within the emerging market economies and between the emerging markets and the
advanced economies. Moreover, the expansion in the gross scale of international bal-
ance sheets means that the linkages between the emerging market economies and the
advanced economies have grown tighter, in terms of the exposure to breakdowns in
the normal operation of financial markets.

Accordingly, there is a busy reform agenda at the domestic, regional and global lev-
els in order to develop a financial system that improves the stability of external
financing for emerging market economies. The reforms that are good for emerging
markets are also the reforms that should improve global economic performance and
global financial stability. Accordingly, the emerging market reform agenda should be
an integral part of the wider G20 reform agenda.
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1. Introduction

The onset of financial instability in August 2007, which quickly spread across the
world, raises a number of questions for policy makers. First, what are the roots of the
crisis? Many factors have been emphasized in the debate, including the opacity of
complex financial products; the excessive confidence in ratings; weak risk manage-
ment by financial institutions; massive reliance on wholesale funding; and the pre-
sumption that markets would always be liquid.1 Furthermore, poorly understood
incentive effects � arising from the originate-to-distribute-model, remuneration poli-
cies and the period of low interest rates � are also widely seen as having played a role.

Second, how can a repetition of the crisis can be avoided? Much attention is being
focused on regulation and supervision of financial intermediaries. The G-20, at its
summit in November 2008, noted that measures need to be taken in five areas: (i)
financial market transparency and disclosure by firms need to be strengthened; (ii)
regulation needs to be enhanced to ensure that all financial markets, products and
participants are regulated or subject to oversight, as appropriate; (iii) the integrity of
financial markets should be improved by bolstering investor and consumer protec-
tion, avoiding conflicts of interest, and by promoting information sharing; (iv) inter-
national cooperation among regulators must be enhanced; and (v) international
financial institutions must be reformed to reflect changing economic weights in the
world economy better in order to increase the legitimacy and effectiveness of these
institutions. 

Third, how can the consequences for economic activity be minimized? Many of
the adverse developments in financial markets � in particular the collapse of term
interbank markets � reflect deeply entrenched perceptions of counterparty risk.
Prompt and far-reaching action to support the financial system, in particular the infu-
sion of equity capital in financial institutions to reduce counter-party risk and get
credit to flow again, is essential in order to restore market functioning. 

A particular risk at present is that the rapid decline in inflation in many countries
in recent months will turn into deflation with highly adverse real economic devel-
opments.2 This background paper considers how large the risk of deflation may be
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and discusses what policy can do to reduce it. It is organized as follows. Section 2
defines deflation and discusses downward nominal wage rigidities and the zero lower
bound on interest rates. While these factors are frequently seen as two reasons why
deflation can be associated with very poor economic outcomes, they should not be
overemphasized. Section 3 looks at the current situation. Inflation expectations and
forecasts in the subset of economies we look at (the euro area, the UK and the US) are
positive, indicating that deflation is not expected. This does not imply that the cur-
rent concerns of deflation are unwarranted, only that the public expects the central
bank to be successful in avoiding deflation. The section also looks at the evolution of
headline and "core" inflation, focusing on data from the US and the euro area. Section
4 reviews how monetary and fiscal policy can be conducted to ensure that deflation
is avoided. Section 5 briefly discusses special issues arising in emerging market
economies. Finally, Section 6 offers some conclusions. An Appendix discusses defla-
tion episodes in the period 1882-1939. 

2. Preliminaries

As a start, it is useful to emphasize that deflation is a fall of the economy-wide price
level that is sufficiently persistent to trigger expectations that prices will continue to
decline for some non-negligible period of time. Because of changes in productivity
and production costs more broadly, or because of changes in demand patterns, prices
for some goods may always or frequently be declining. For instance, prices of traded
goods are typically rising at a much slower rate than services, implying that if the cen-
tral bank's inflation target is sufficiently low, traded goods prices may be falling con-
tinuously. However, while price falls in a specific sector may be associated with eco-
nomic weakness in the sector in question, the broader economy is likely to be unaf-
fected. Thus, declines in individual or sectoral prices do not constitute deflation.

Similarly, purely temporary falls in the aggregate price level may not have any last-
ing effects on consumers' and firms' behaviour, and on the broader economy, and
therefore do not constitute deflation. By contrast, if the aggregate price level declines
for some time, expectations may form that prices will continue to fall. Much in the
same way as expectations of future inflation may lead firms to raise prices already
now, expectations of deflation exacerbate the downward pressure on current prices
and make it more difficult to design policies to return to a low, positive rate of infla-
tion. As discussed below, this suggests that policy measures that seek to shield infla-
tion expectations from current price developments are likely to help mitigate the
macroeconomic effects of falls in the economy-wide price level. 

While there are historical episodes in which deflation arose from positive supply-
side developments and that tended to raise economic growth, cases of deflation are
likely to be associated with pronounced macroeconomic weakness for several rea-
sons.3
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First, deflation may reflect particularly large and persistent declines in the demand
for goods and services, triggered for instance by financial instability. If so, deflation is
merely an indicator, and not a cause, of slowing aggregate demand. Monetary and fis-
cal policy measures that raise demand will in this case expand economy activity in
much the same way as they would at a low, positive rate of inflation. 

Second, deflation can induce non-linearities in the functioning of the economy.
Thus, there is a risk that a contractionary shock of a given size will be more difficult
to handle if it pushes the economy into deflation than if the rate of inflation remains
positive. There are two reasons for why that may be the case: nominal wages may be
rigid downward and there is a risk that policy-controlled interest rates reach zero,
which reduces the effectiveness of the interest rate channel of monetary policy. We
discuss each in turn.

2.1 Downward nominal wage rigidity

Downward nominal wage rigidity is an important reason why deflation is likely to be
associated with poor real outcomes. In situations in which nominal wage growth and
inflation have historically been positive, it seems unlikely that a fall in the nominal
price level will trigger a decline in nominal wages. Thus, real wages will rise, reducing
employment and economic activity. Since price increases vary across firms, one
would expect that the fraction of firms that experience falling prices increases when
the economy-wide inflation rate falls towards zero. The importance of downward
nominal wage rigidity is consequently likely to rise with falling inflation. 

Indeed, Fehr and Götte (2005, Fig. 3, p. 788) show that as inflation in Switzerland
declined from 4.7% in 1991 to 0% in 1997, the distribution of wage changes of work-
ers shifted towards the left and growing number of workers reported zero wage
increases.4 Though some reported wage falls, the distribution of wage changes became
increasingly asymmetric over time. This evidence demonstrates that downward nom-
inal wage rigidity does impact on the labour market's ability to adjust to shocks, in
particular when inflation is very low.

However, there are reasons not to overestimate the importance of downward nom-
inal wage rigidities. Most importantly, if productivity growth is positive, real unit
labour costs can still decline even if real wages are rising, although less so than in the
absence of downward nominal wage rigidity. Moreover, unit labour costs depend also
on indirect taxes and social charges, which can be changed in a counter-cyclical man-
ner to support employment.

Furthermore, downward nominal wage rigidity is not a structural feature of the
economy but rather a consequence of having experienced a long period of positive
inflation.5 Indeed, the importance of downward nominal wage stickiness may decline
if the economy enters deflation, as the experiences of Hong Kong suggest. The CPI in
Hong Kong fell a cumulative 16.3% between May 1998 and August 2003, with the
peak rate of deflation being 6.3% (Gerlach and Kugler 2007). Measured by the change
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in prices over twelve months, Hong Kong experienced 68 months of deflation. The
deflation rate soon became fully expected by firms and workers and wage cuts were
common. The distribution of wage changes in 2002-2004 involved a large number of
wage cuts and appears symmetric (HKMA, 2008, Box 3, pp. 35-36). This suggests that
any downward nominal wage rigidity disappeared as the economy experienced an
extended period of deflation.6 Nevertheless, unemployment increased in Hong Kong
during this period, suggesting that the fall in nominal wages was not sufficiently large
to prevent real wages from rising.

Overall, downward nominal wage rigidity is likely to worsen labour market out-
comes if inflation falls towards, and below, zero. 

2.2 The zero lower bound on nominal interest rates

A further reason why economic outcomes are likely to be adverse in a situation of
deflation stems from the fact that central banks can not reduce nominal interest rates
below zero. The nominal interest rate equals the sum of the real interest rate and the
expected inflation rate. If the nominal interest rate is zero, the real interest is equal to
minus the rate of inflation. As deflation takes hold and turns increasingly severe, real
interest rates rise, reducing aggregate demand and exacerbating the downward pres-
sure on prices.7

While the zero lower bound does impose a constraint on the interest rate channel
of monetary policy, its importance for the overall transmission mechanism � which
operates also through yields in longer-term securities, private securities, exchange
rates and asset prices � is frequently exaggerated, as is discussed in Section 4.

3. Is deflation likely?

There is much evidence that the expected rate of inflation plays a key role in deter-
mining the current rate of inflation. This naturally leads to the question what rates
of inflation the public expects at the current juncture. Before addressing this ques-
tion, suppose that expected inflation is positive. Does this imply that policy makers
need not worry about deflation and that there is no need for unusual policy measures
to offset this risk? 

A moment's reflection indicates that the answer to this question must be "no."
Inflation expectations depend on (i) the shocks impacting on the economy and (ii)
the public's beliefs about how the authorities will respond if deflation threatens and
how effective these responses are likely to be. Thus, positive inflation expectations
may thus result even if there is strong downward pressures on inflation rates if the
public expect that the authorities will adopt aggressive policy measures to offset
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them. In sum, expectations that inflation will remain positive say nothing about
whether there is a need for the authorities to adjust policy to avoid deflation.8

However, it can be useful to look at short-run measures of expected inflation
which, since economic policies impact on inflation only with a lag, are less likely to
be contaminated by expectations of future economic policy. Figure 1 shows average
forecasts of inflation in 2009, made at various times in 2008 and in 2009, from the
Economist poll of forecasters.9 Inflation forecasts for 2009 were raised as headline
inflation picked up in 2008 in response to shocks impacting on the prices of oil, food
and other commodities. Following the collapse of Lehman Brothers in September
2008 and the sea-change it caused in financial markets, forecasts of inflation in 2009
were rapidly reduced from October onwards. By January 2009, on average, forecasters
expected consumer prices to fall over the course of the year by 0.1 percent in Japan,
stay constant in the US, rise by 1 percent in the UK and 1.1 percent in the euro area,
that is, quite a bit below the Bank of England's inflation target of 2% and the ECB's
objective of inflation "below, but close to, two percent." 

Other indicators of price expectations display a similar story. For instance, Figure 2
shows the Michigan survey of US inflation expectations for the next 12 months; these
fell by from 4.3% in September to 1.7% in December. Figure 3 shows the expected rate
of inflation over the next 12 months taken from the Bank of England's Inflation
Attitude Survey and the ECB Survey of Professional Forecasters. These data are quarterly,
and the most recent data point is for November. Since inflation and expected infla-
tion declined towards the end of the year, it seems likely that the expected inflation
rates have fallen below the rates tabulated here. But overall, the lesson we draw from
these graphs is that inflation is generally expected to be positive for 2009 in these
countries, with the possible exception of the US and Japan.
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the main advantages are that it is freely available and monthly.



3.1 Headline and core inflation in the US and the Euro Area

Another way to assess the likely path of inflation is to look at measures of "core" and
headline inflation. Figures 4 and 5 show that headline CPI inflation in the US and the
euro area (as in many other economies) rose sharply in the fall of 2007, reached a
peak in July 2008, and declined rapidly thereafter.10 Core inflation (defined using the
CPI less the food and energy components) was more stable, implying that these
movements in headline inflation reflected largely oil and food price shocks, not
shocks to the underlying rate of inflation. Since movements in oil prices are best
thought of as price level shocks, they are likely to have only a temporary impact on
the rate of inflation. The recent fall in oil prices, which constitutes an expansionary
supply shock, is thus unlikely to lead to deflation, although it may lead to a brief peri-
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od of falling prices.  
To explore this issue somewhat more formally, I next estimate a forecasting model

for inflation in the US and the euro area on data spanning January 1999 � December
2008, and compute dynamic out-of-sample forecasts of headline inflation for the
period January 2009 � December 2010.11

The results for the US are displayed in Figure 6 and those for the euro area in Figure
7, together with 95% confidence bands. The point forecast for inflation in the US is
that it will continue to fall, reach a trough at -1.3% in May 2009, remain negative
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11 In both cases I estimated a VAR model for CPI inflation, core inflation, the rate of growth of oil prices
and a business cycle indicator. While there are no financial variables in the model, the financial crisis
is captured indirectly by the last two variables, both of which have collapsed in recent months. As busi-
ness cycle indicator I used the NAPM survey for the US and the Economic Sentiment Indicator of
Eurostat for the euro area. Gerlach (2007) shows that the latter displays strong correlation with future
values of estimates of the euro area output gap. On the basis of the Schwarz information criterion, I
selected a VAR(1) model for the US and a VAR(2) model for the euro area.



until October, and recover rapidly thereafter. These findings are broadly compatible
with the inflation forecasts for 2009 presented above. However, the wide confidence
bands indicate a great deal of uncertainty around those forecasts.

Turning to the results for the euro area, these suggest that inflation will continue
to decline in the months ahead, reach a trough of 0.8% in April 2009, and gradually
rise to 1.9% in December 2010. Also in this case are the forecasts highly uncertain
and, in particular, there is some probability that inflation will turn negative for a
while. 

Overall, these results indicate that the decline in inflation is expected to be tem-
porary. However, they should not be overinterpreted. They come from a very simple
model and disregard a number of factors that impact on inflation, such as monetary
and fiscal policy measures. Moreover, by construction, they assume that the inflation
will return to its sample mean over time. 

Macroeconomic Stability and Financial Regulation: Key Issues for the G20  

56



4. Policy measures to reduce deflation risks 

The analysis in the previous section suggests that while inflation is declining rapidly
and prices may be falling for a while in 2009, inflation will soon return. But suppose
that that prediction turns out to be wrong. Can policy then be used to ensure that
declining prices do not become a permanent feature of the economic landscape?

It is useful to remember that the historical record clearly shows that episodes of
deflation are best seen as evidence of serious policy failures, rather than as episodes
in which policy makers were overwhelmed by a collapse in aggregate demand that
was too large and too sudden for them to offset. Thus, the deflation experienced by
Japan in the 1990s was largely due to a lack of consensus about what policy measures
were necessary to support the financial sector and the economy more broadly.
Similarly, the deflation experienced by many countries in the interwar period is also
typically seen as evidence of massive policy mistakes, such as the failure of the Federal
Reserve to prevent widespread bank insolvencies and the fact that many countries
maintained their gold parities despite the collapse of demand following the onset of
the Great Depression.12

But if episodes of deflation are due to policy failures, what tools can policy makers
use to avoid them? 

4.1 Monetary policy 

Since inflation � and therefore deflation � is a monetary phenomenon, it is avoidable
by appropriate monetary policy actions. It is useful to distinguish between monetary
policy in the "standard" case in which policy-controlled interest rates are positive, and
the "non-standard" case when they have reached zero and cannot be reduced further.

4.1.1 Monetary policy when interest rates are positive 

Given the costs of deflation, the best policy strategy is to prevent it from arising
rather than to deal with it when it has become a fact.13 When interest rates are posi-
tive, the central bank can reduce the risk of deflation by cutting interest rates further.
In this case there is no analytical difference between preventing inflation from falling
too low and preventing deflation from taking hold. Yet two points deserve being
mentioned.

First, since modern macroeconomic theory holds that inflation is forward-looking
and depends on expected future inflation, it becomes important for central banks fac-
ing falling prices to engender expectations that inflation will over time return to a
low positive number.14 To do so, it is helpful to adopt a formal numerical objective for
inflation. Precisely how that is done � whether by announcing a target for inflation
or by adopting price stability as the overriding objective for monetary policy and but-
tress this with numerical definition thereof � appears to be less important. The ration-
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12 For a discussion of the role of the gold standard in the transmission of the Great Depression, see
Eichengreen (1992). 

13 See Bernanke (2002) and IMF (2003).

14 Woodford (2003) is the by now classic reference. See also Galí (2008).



ale for such an objective is that, if it is credible, the public will expect inflation in the
future even if prices are falling today, which depresses the expected real interest rate
and supports demand.15

However, to be effective, such an objective should be adopted before the inflation
rate reaches zero. If economic conditions then worsen, the central bank can demon-
strate its commitment to the objective by cutting interest rates aggressively. If, by
contrast, the objective is adopted when prices are already falling and policy-con-
trolled interest rates are at zero, the public may doubt whether the central bank has
sufficiently powerful tools to deliver on any announced inflation objective. The
objective will thus lack credibility and the public may simply disregard it, which risks
damaging the central bank's credibility. 

Second, since monetary policy is likely to be less effective when policy rates have
reached zero, it makes sense for the central bank to cut interest rates increasingly
aggressively as the policy rate approaches zero. The argument that central banks
should avoid cutting interest rates to zero since they then have no policy lever left to
use if inflation falls further seems incorrect, since the likelihood that additional pol-
icy easing is needed will decline if rates are cut aggressively at an early stage of the
easing process.16 This is consistent with theoretical models that predict a stronger
decline in long interest rates and therefore a greater reaction of the economy, the
longer the interest rate is maintained at a low level. 

4.2.2 Monetary policy when interest rates are zero 

While the fact that policy controlled interest rates cannot be cut below zero compli-
cates the management of monetary policy, the importance of this constraint has fre-
quently been exaggerated. As a preliminary, note that if the rate of deflation is mod-
erate, the zero lower bound need not imply unreasonably high real short-term inter-
est rates. As an illustration, the average overnight interest rate in the euro area
between January 1999 and October 2008 was 3.2%. In the same period, HICP infla-
tion averaged 2.2%, resulting in an average real short-term interest rate of 1%.17 Thus,
if policy rates reached the zero lower bound, deflation rates of 1% could be accom-
modated without pushing real interest rates above their historical mean.18 Of course,
while it would be desirable to have even lower real interest rates during a recession,
it seems that the zero lower bound does not necessarily imply very high real short-
term interest rates.

More importantly, the zero lower bound does not render monetary policy ineffec-
tive. First, monetary policy impacts on the economy through a range of interest rates
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15 To further strengthen this effect, the central bank could announce a price level target above the current
price level. This has the added effect of requiring the central bank not only to raise the rate of inflation
if it falls too low, but also to compensate for the fact that prices may previously have fallen below the
targeted rate. A price level target is a key ingredient of the foolproof way of escaping deflation suggest-
ed by Svensson (2001).

16 However, pegging the overnight rate at zero makes it difficult to revive the interbank market since in that
situation a bank has no financial incentive to incur the credit risk associated with interbank lending. 

17 Inflation is defined as the realized change of prices over the past 12 months.

18 For comparison, in Japan the CPI (excluding fresh food) fell by 4.9% between September 1997 and
February 2005, with a peak rate of deflation of 1.5%.



and not only through the overnight rates that central banks control. Many observers
have noted that even if overnight interest rates reach zero, longer-term interest rates
are likely to remain positive. For instance, at the present stage with the policy rate in
Japan being 0.1%, 10-year yields are around 1.25%. In the US, where it currently is
the Federal Reserve's intention to keep the federal funds rate in the interval 0 to
0.25%, 10-year yields are around 2.5%. By purchasing long-term government bonds,
central banks can reduce their yields, leading to valuation gains for bond holders and
an improvement of their balance sheets, and depress other interest rates that use
them as reference rates. The valuation gains may be particularly important if the
bonds are held by the banking system, in which case the balance sheet effects could
reduce perceptions of credit risk in the interbank market and help spur additional
bank lending when the economic outlook improves.19

Furthermore, even in a situation in which all government bond yields have
declined to zero, yields on private debt instruments will typically be positive. As
emphasized by Buiter (2003), as long as some nominal yields are positive, central
banks can stimulate the economy by purchasing these securities and driving yields
down to zero. 

Second, monetary policy also impacts through credit availability effects. Bernanke
(2009) notes that concerns about credit risk may limit the willingness of banks to
extend credit even in the hypothetical case in which all interest rates have reached
zero. If so, the central bank can provide credit directly to borrowers. The Federal
Reserve's recent purchases of commercial paper provide an illustration of how this
can be done. 

Of course, central bank purchases of long bonds and private assets raise a number
of questions. For instance, the central bank can experience capital losses on its long
bond portfolio if economic prospects improve and yields rise. Similarly, purchases of
private assets raise questions about credit risk.20 However, these issues can be over-
come by the financial authorities assuming any capital losses the central bank
becomes exposed to as a consequence of such operations. This indicates how impor-
tant close co-operation between the central bank and the financial authorities is in
the present situation.

Third, monetary policy also impacts on the economy through the exchange rate
channel, which remains effective even if the interest rate channel has become dys-
functional. For instance, by depreciating the exchange rate a central bank can stimu-
late the economy and raise the rate of inflation. While this is a "beggar-thy-neigh-
bour" policy, it may be seen by other countries as appropriate if the shock triggering
deflation is idiosyncratic. At the current juncture, where a number of countries are
exposed to rapidly slowing demand, this strategy is of course not available. Moreover,
efforts to provide macroeconomic stimulus by depreciating the exchange rate may in
this case well turn out to be counterproductive if policy makers in other economies
seek to undo the resulting appreciation of their currencies. 
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19 These valuation gains are greater for longer maturity bonds, and greater the lower the level of interest
rates is. To see this, note that the price, p, of an n-period pure discount security and the yield, r, are relat-
ed as follows p = (1+r)-n (e.g. Wickens 2008, p. 267).   

20 They also raise the issue what criteria the central bank should use when determining what private asset
to buy.



Overall, even if policy-controlled interest rates were to reach zero, monetary poli-
cy retains considerable potency.21 Indeed, some observers worry that there is a risk
that the vigorous easing of monetary policy across the world in recent months risks
leading to a burst of inflation. How concerned should we be about that possibility? It
is difficult to see why central bank could not withdraw the policy stimulus at the
same rate as it was introduced: interest rates can be increased as rapidly as they were
cut and assets purchased by central banks can be liquidated rapidly if economic con-
ditions improve. (Moreover, to the extent that the central banks' operations have
been in short-dated instruments or repos, they will naturally mature within a short
time span.) 

However, given the lags between changes in monetary policy and their impact on
the economy, the risk remains that the measures already taken will only impact on
the economy as it starts to recover on its own. Central banks must thus remain alert
and ready to respond, potentially, rapidly when the economy starts to recover. 

4.3 Fiscal policy

Monetary policy in most countries is geared towards maintaining low and stable
inflation, although that is not always the overriding target of policy. As inflation falls
towards zero, interest rates are therefore adjusted to limit the risk of deflation.
Moreover, since the stance of monetary policy can be changed rapidly in response to
changing economic circumstances, it is natural for it to be the first line of defence
against deflation. But monetary policy cannot on its own ensure that deflation is
avoided. For that, fiscal policy measures are likely to be needed. These can come in at
least two forms.

First, episodes of deflation associated with instability in the banking system are
likely to have particularly serious effects on output and employment. Banks that have
sustained large losses and have seen their capital evaporate are likely to want to scale
back their balance sheets. Perceptions of credit risk may impair their ability to partic-
ipate in interbank markets, triggering liquidity problems in these markets and, in
severe cases, leading to runs on the banks. Furthermore, to improve their balance
sheets, banks are likely to reduce leverage by contracting lending, which can depress
aggregate demand sharply. To restore banks' creditworthiness, the infusion of public
funds may become necessary. The measures taken in recent months by many coun-
tries to support banks' balance sheets will help reduce the risk of deflation.

Second, changes in government purchases or taxes that boost spending can also
play an important role in staving off deflation. While it is possible to think of cases
in which fiscal policy has no impact on aggregate demand � for instance, a perma-
nent increase in government spending may be offset by one-for-one fall in permanent
income and consumption; a debt financed tax cut may have no impact if there is debt
neutrality � those seem unrealistic and of limited practical relevance.22

Overall, if deflation materializes, fiscal policy measures have a role to play in sup-
porting the financial system and in boosting aggregate demand.
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5. Emerging markets issues

The repercussions of the financial crisis are increasingly felt globally, raising the ques-
tion of how exposed emerging markets economies are to the risk of deflation. While
it is difficult to draw any firm conclusions, some special considerations that arise for
these countries are readily apparent.

First, many emerging market economies have a high commodity concentration in
their exports. Since commodity prices have fallen sharply, these countries have been
exposed to a highly contractionary shock, raising the likelihood of deflation. On the
other hand, their initial inflation rates were relatively high (partially on account of
the Balassa-Samuelson effect), allowing inflation to fall further than in the industri-
alized world before turning negative. Moreover, commodity prices rose sharply before
falling. Thus, the decline partially offsets an expansionary shock. 

Second, fixed exchange rate regimes are more common in emerging markets
economies than in advanced economies. If the exchange rate is fixed, the entire bur-
den of adjustment to a shock will fall on the nominal price level.23 This suggests that
the risk of deflation is greater in economies with fixed exchange rates. Interestingly,
China, Hong Kong SAR and Argentina (before the abandonment of the currency
board regime), which all managed or fixed the exchange rate against the US dollar,
have all experienced periods of deflation in the last two decades. 

Third, while considerable progress has been made in the last decade or two, the
credibility of monetary policy is generally lower in emerging markets economies than
in advanced economies. As a consequence, expectations of future inflation may be
relatively sensitive to the current rate of inflation. If headline inflation turns negative,
this could engender expectations of further price falls and raise the likelihood that
deflation will take hold. This suggests that it may be beneficial to clarify the objec-
tives for monetary policy by adopting an inflation target or a numerical definition of
price stability.

Fourth, while financial institutions in emerging markets countries had less direct
exposure to structured financial products than banks in advanced economies, they
are directly exposed to the rapid downturn in the industrial economies and to the
process of global deleveraging. Furthermore, in some transition economies foreign
banks play a dominant role in the domestic banking system. This provides a direct
channel of transmission, and exposes emerging markets economies to the risk that if
the foreign banks were to experience difficulties, they could withdraw from the mar-
ket leaving the host country with a much reduced banking system at a time of great
economic stress. 

Fifth, the degree of downward nominal wage rigidity is likely to be lower in emerg-
ing markets economies (although there may be large variations between countries),
many of which have a large informal sector. If so, the onset of deflation may tend to
raise real wages by less than otherwise, which in turn may support employment and
economic activity. 
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23 Gerlach and Gerlach-Kristen (2006) demonstrate that the rate of inflation in Hong Kong SAR, which has
maintained a peg to the US dollar for more than a quarter century, has been higher and more volatile
than inflation in Singapore, which has used a managed float.



6. Conclusions

The main policy conclusions to draw from this paper are four. 
First, past episodes of deflation are best seen as reflecting policy mistakes or an

inability to forge a political consensus about how policy should be conducted.24 The
economics of stopping a deflation is straightforward and calls for aggressive easing of
monetary and fiscal policy, and, when it is associated with financial instability, meas-
ures to support the financial system.

Second, the rise of inflation between mid-2007 and mid-2008 and its subsequent
decline appear to have been largely due to fluctuations in food and oil prices, and not
to changes in the underlying rate of inflation. While it seems highly unlikely that the
world economy will slip into generalized deflation in the coming year, some
economies may experience a few months or quarters of falling prices, to a large extent
because of the collapse of oil and food prices. That said, it makes good sense for pol-
icy makers to review their contingency plans in this area and to consider the poten-
tial benefits of adopting an inflation target or a numerical definition of price stabili-
ty well before the economy risks slipping into deflation. 

Third, the interest rate channel of the monetary transmission mechanism does not
become ineffective simply because short-term policy-controlled interest rates reach
zero. It remains operational as long as some interest rates � including those on long-
term government debt and private securities � are positive. Furthermore, monetary
policy also remains effective if some market participants are unable to borrow at the
prevailing level of interest rates because of perceptions of credit risk. The central bank
can then, in theory, purchase debt issued by these borrowers and expand aggregate
demand.

Fourth, monetary policy may be unable to stop deflation if it takes hold, and fiscal
policy measures to shore up the banking system and to expand aggregate demand
may become necessary. While it is possible to think of situations in which fiscal pol-
icy is ineffective, those are not likely to be of much practical relevance.

Appendix: Deflation and output growth, 1882 – 1939

It is difficult to assess the risk and the consequences of deflation because very few
economies, with the notable exceptions of Japan and Hong Kong SAR, have experi-
enced a prolonged period of falling prices since the end of the Second World War.25

Any broad analysis must therefore be based on data from before 1939. Table I shows
the mean inflation rate and output growth rate for ten countries using data in the
period 1882 to 1939. Deflation is defined as a decline of the CPI lasting at least two
years. Moreover, given that the deflation episodes in the interwar period may have
been different from those before the First World War, the table presents results for the
two subperiods 1882-1913 and 1923-39. In interpreting the results it should be kept
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in mind that historical data were of lower quality than modern data and that the
structure of the economy has evolved fundamentally over the last century. In partic-
ular, services, which are cyclically more stable and less likely to experience falling
prices, are much more important in modern economies.

Evidently, periods of declining price levels were quite common before the First
World War. More strikingly, output growth was positive in these periods, although
not as high as in periods of rising prices. By contrast, in the 1923 � 1939 period, defla-
tion episodes were associated with falls in real output. However, this finding appears
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Table 1 Average annual growth rates in percent

Deflation periods Non-deflation periods
Inflation Output growth Inflation Output growth

1882-1913
Belgium -4.2 1.6 1.5 2.1
Canada -4.7 1.1 1.1 4.6
Denmark -3.5 2.8 1.8 3.0
France -1.1 2.1 0.2 1.6
Germany -2.0 4.0 1.8 2.6
Italy -1.2 1.3 1.4 2.2
Japan -3.7 1.8 4.4 2.7
Sweden -2.8 2.0 2.2 3.3
United Kingdom -3.0 1.4 1.0 1.9
United States -3.7 -1.2 1.4 4.4
Average -3.0 1.7 1.7 2.8

1923-1939
Belgium -5.6 -1.1 8.7 2.6
Canada -6.2 -8.6 0.6 6.6
Denmark -5.0 2.3 3.0 3.5
France -5.8 -1.9 10.2 3.7
Germany -6.4 -2.2 1.6 7.1
Italy -5.4 1.1 6.1 3.4
Japan -6.7 0.9 5.7 6.6
Sweden -3.0 2.7 1.5 4.2
United Kingdom -3.1 0.6 1.9 4.1
United States -4.2 -3.8 1.8 7.3
Average -5.1 -1.0 4.1 4.9

1923-1939, excluding 1930-1933
Belgium -3.8 1.3 9.6 2.7
Canada 0.6 6.6
Denmark -5.8 3.0 2.9 3.5
France -6.1 -1.8 11.1 4.4
Germany 1.6 7.1
Italy -5.5 3.1 6.1 3.4
Japan -4.2 0.5 6.3 7.9
Sweden -3.3 5.9 1.5 4.2
United Kingdom -2.3 1.8 1.9 4.1
United States -1.6 1.1 1.8 7.3
Average -4.1 1.9 4.4 5.1



to be entirely due to the occurrence of the Great Depression, which was characterized
severe financial turmoil, exacerbated by insufficiently aggressive monetary policy.
Income growth rates were also positive in the second subsample if the years 1930-33
are disregarded. Overall, this suggests that episodes of deflation are particularly wor-
risome if they coincide with periods of financial instability. 

It is interesting to hypothesize why periods of declining prices were generally not
associated with severe recessions. One possibility is that deflation episodes have his-
torically occurred at times of relatively favourable aggregate supply movements.
Another explanation is that prices did not fall long or far enough to engender extrap-
olative expectations of further price decreases and thus to raise expected real interest
rates.
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Executive summary

Deflation is bad, because even with the nominal interest rate being lowered to zero,
that is the lower bound, the real interest rate stays positive. If deflation does not last
long, the inflation expectation may stay positive, so that the forward-looking real
interest rate could be negative. It is most important to end deflation quickly, and keep
inflation expectation positive. 

What could the central bank do beyond ZIRP to stimulate the economy? Many
researchers have suggested variants of unconventional monetary policies. Most of
them fall into a category of the broadly-defined quantitative easing (QE)-that is, an
expansion of the central bank balance sheet by purchasing risk assets that the central
bank normally would not buy. QE variants differ with respect to (1) what is its pri-
mary purpose; (2) what would be the target instrument and communication strategy;
(3) what assets to buy; and (4) how to influence inflation expectation. 

The Bank of Japan tried one version of QE from 2001 to 2006 and, right now, the
Federal Reserve, followed by several European central banks, is trying another ver-
sion, which it says is "credit easing" (CE), rather than (a Japanese-type) QE. Will ECB
soon follow suit? Will BOJ again go into ZIRP/QE again? If all of them do simultane-
ously, we will enter an environment of global ZIRP and QE-clearly uncharted territo-
ry of international macro/finance.

With adoption of ZIRP by several major central banks, the effectiveness of QE in
one country would be diminished, since one channel of stimulus from ZIRP, namely,
the exchange rate depreciation, would not be available. Coordination among central
banks may become important for this reason. All countries, if possible, want to depre-
ciate to help encourage exports and discourage imports under a deflationary envi-
ronment, but not all of them can do so simultaneously. Thus, some currencies have
to appreciate vis-à-vis others. Who should that be? Countries with large trade sur-
pluses are obvious candidates.

Under a global ZIRP environment, a country with large trade surpluses with posi-
tive GDP growth should refrain from large scale intervention since intervention to
prevent appreciation would be equivalent to a beggar-thy-neighbor policy.

The ZIRP/QE experiences of the Bank of Japan from 1999 to 2006 offers important
lessons, some to follow and some not to follow. Based on Japan's experience from
2001-2006 and on-going experience of FRB, and with anticipation of what is coming
to Europe, the following policy recommendations seem to emerge. 

Effective policy to fight deflation requires that the central bank (a) communicate
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the intention, objective, and target of ZIRP/QE policies; (b) prevent the inflation rate
from falling into the negative territory for an extended period with extensive pur-
chase of risky assets; (c) keep various securities markets functional by direct purchase
of those securities, if the markets become dysfunctional; (d) find tools and strategies
to keep inflation expectations in the positive territory; and (e) at the time of exit, err
on the side of later than earlier. 

1. Introduction

In postwar history, we have only a few episodes of the zero interest rate policy (ZIRP)
combined with quantitative easing (QE): The Bank of Japan (BOJ) from 1999 to 2006,
and the Federal Reserve Board (FRB) in recent months are prominent examples.1

However, several other major central banks will have to introduce ZIRP/QE in 2009 if
gloomy economic predictions are realized. 

The purpose of this note is to review facts of the BOJ ZIRP/QE policy, to draw les-
sons learnt from the BOJ ZIRP/QE, to show the difference between BOJ QE and FRB
QE, and to point out some issues associated with global ZIRP/QE if BOE, ECB, and
some other G20 countries adopt ZIRP/QE. 

2. The Bank of Japan experience of ZIRP/QE

2.1. ZIRP, the first episode, February 1999 – August 2000

The Bank of Japan adopted the zero interest rate policy (ZIRP) in February 1999 in
response to extremely weak economic conditions combined with lingering banking
sector weakness. The growth rate in 1998 was negative and major banks were suffer-
ing from shortage in their capital in the process of writing off bad loans. Major banks
were scheduled to receive the second capital injection in March 1999, as the first cap-
ital injection in March 1998 was apparently not enough.  

The February decision was to lower the policy rate to 0.15% immediately, and to
induce the rate lower as soon as possible. By mid-March, the rate was near zero, and
in April, the Governor mentioned that ZIRP would continue until "the deflation con-
cern would be dispelled".2 The inflation rate measured by CPI excluding fresh food
had become zero and had been declining since mid-1998. With that crisis mode, the
decision of ZIRP came too late. The first lesson is that ZIRP should not be delayed when
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1 The ZIRP does not necessarily mean literal 0.00% policy rate, although that was the case in the BOJ
experience, 2001-2006, when the excess reserve as well as required reserve was not remunerated.  In
2008, the Bank of Japan has lowered the policy rate to 0.1%, and excess reserves are subject to remu-
nerated deposit rate at the Bank of Japan. This is effectively ZIRP.  The FRB lowered the policy rate to the
range 0.00 - 0.25%, with the remunerated deposit rate at 0.1%.  This is another case of ZIRP.

2 Some may argue that the ZIRP had not been adopted firmly until April 1999. But for simplicity, I date
the Japanese first ZIRP started in February 1999. See Okina and Shiratsuka (2004), Ito (2004a) and Ito
and Mishkin (2006) for details of developments and statements of policy decisions.



the economy is sharply declining, and the inflation rate is also fast declining toward zero.
The Bank of Japan should have adopted ZIRP soon after the banking crisis of
November 1997 broke out and credit crunch became evident. ZIRP of 1999 came one
year too late. 

The exit from ZIRP in August 2000 by the Bank of Japan turned out to be too early.
The Bank had to return to ZIRP, although it was combined with QE, in March 2001,
only seven months later. At the time of exit in August 2000, the inflation rate was still
negative, although the degree of deflation had been moderating. However, the
prospect of economic growth should have been weak, as the IT stock bubble was
bursting in the United States and other major stock markets, including Tokyo. The
decision of lifting the ZIRP in August 2000 was opposed by the government, as the
government representative tabled a motion to delay voting by one monetary policy
meeting (about one month later). The government representatives, who do not have
voting power, have a right to table such a motion, according to the Bank of Japan
Law. The motion of "delay" was voted down by 8 to 1, and the motion by the
Governor to raise the interest rate from zero to 0.25% was approved by a 7 to 2 major-
ity.

The economy deteriorated in the fall of 2000, and it became clear that economic
stimulus was needed by spring of 2001. The fact of back pedaling to ZIRP, although
presented as QE, in March 2001 showed that the prediction and judgment by the gov-
ernment (Ministry of Finance and Cabinet Office), objecting to the end of ZIRP in
August 2000, was more prudent than the Bank of Japan's. Also, a suspicion that the
Bank of Japan would err on the side of too early exit rather than too late exit was
proven. This was a substantial damage to the reputation and credibility of the Bank
of Japan. The second lesson from this episode was that a commitment to err on the side of
"late" would be important in getting out of deflation.3

The Bank of Japan may have proved itself in standing tall and "independent" by
rejecting a transparent objection by the government, but it eventually lost credibili-
ty. The renewed fight against deflation with QE starting March 2001 was much
tougher due to this lost credibility. Accountability was lacking, as Governor Hayami
after reintroduction of ZIRP with QE in March 2001 did not explain what went
wrong: whether the objective was wrong; whether a forecasting model was wrong; or
whether judgment was wrong. 

In the literature of central banking, an "inflation bias" caused by the government
preferring a higher output, is always cited as a reason for central bank independence,
but the incident of August 2000 shows that the Bank of Japan had a "deflation 
bias." 4

In October 2000, the Bank of Japan initiated a semi-annual "Outlook" paper, in
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3 Theoretical underpinning of this lesson can be given by modeling inflation expectations depending on
the future policy commitment (Krugman (1998)) and by modified Taylor rule argument, taking into
account the zero bound of the nominal interest rate (Oda and Ueda (2005).

4 This was almost expected as Governor Hayami was quite negative on calls for additional measures,
including quantitative easing in his speech in his speech in March 2000.  He cautions against the dan-
ger of inflation and is against the policy to call for aiming at inflation rate of 2 to 3 percent since infla-
tion once occurred would be difficult to control.  He sounded like fighting inflation in the midst of defla-
tion.  See Hayami (2000).



which Monetary Policy Board members' forecasts were shown in a range, much like
the FRB's FOMC participants' forecast in semiannual Humphrey Hawkins testimony
documents. In the first Outlook, the forecast horizon was just the current fiscal year
(April 2000 to March 2001). Members' forecasts for CPI (excluding fresh food) ranged
from -0.5 to -0.1, while the trimmed range (excluding one max and one min each-
similar to "central tendency" in FRB) was from -0.4 to -0.2. This is remarkable, since
just two months earlier, they had voted to raise the interest rate (with no major
events in between). The MPC members were not afraid to raise the interest rate in the
midst of deflation. Many observers saw contradiction to the commitment of April
1999, in that ZIRP would continue until the "deflationary concern would be dis-
pelled." 

Also in October 2000, the Bank issued a document called "On Price Stability." Such
a document had been promised since the spring of that year.5 That was expected to
be an attempt to define price stability in a transparent manner, possibly with a quan-
titative definition. It turned out to be a disappointment. The October document
defined price stability as a state that is neither inflationary nor deflationary � a tau-
tology.6 (Much later in March 2006, the Bank of Japan published a document that says
the "understanding" of price stability in quantitative points of all members ranging
from 0.0 to 2.0.)  

In sum, the too-early exit, from ZIRP, not only in hindsight but in real time,
revealed that the Bank was too eager to raise the interest rate at the earliest opportu-
nity. When ZIRP was restored with an additional feature of excess reserve target (QE),
the market was still skeptical on how long the Bank would continue ZIRP/QE. 

Against this criticism, the Bank of Japan came up with a new commitment: The
QE/ZIRP would continue until the CPI (ex fresh food) inflation rate becomes "stably
above zero." This was an indirect way of admitting the mistake of August 2000-with-
out saying so. (Later, in 2003, "stably" was further defined as zero or above zero "for a
few months" and no prospect to falling back to deflation) The definition of inflation
(CPI ex fresh food) and the floor condition for an exit was finally defined. At this
point, a desirable (target) rate of inflation was still not defined. 

2.2. Quantitative Easing (QE)-excess reserve targeting

The current account balance, essentially the sum of required reserve and excess
reserves, at the Bank of Japan became a new target, and maintaining the target bal-
ance above required reserve meant that the interbank interest rate would be auto-
matically zero (ZIRP), given that excess reserves were not remunerated back then, and
that more than enough liquidity would be provided to the interbank market. In order
to induce the commercial banks to deposit to the non-remunerated current account
at the BOJ, ample liquidity had to be injected by purchasing qualified securities.

This policy can be called QE-reserve targeting. The level of current account target
was initially set at 5 trillion yen while the required reserve was about 4 trillion yen.
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parency.

6 See Ito (2004a) for in-depth analysis on why the Bank of Japan was reluctant to define price stability in
the quantitative manner. 



Shortly after this policy was introduced, required reserves went up to 5 trillion yen,
when the postal bank became a part of commercial banking system, and the QE tar-
get was raised to 6 trillion.

The current account balance target was increased from December 2001 to January
2004 in several steps. From January 2004 to March 2006, the target level was main-
tained at 30-35 trillion yen, while the required reserve was at around 6 trillion yen. 

The QE- reserve targeting was ended in March 2006 and the policy target became
ZIRP. It took several months to mop up excess liquidity and the interest rate was raise
by 0.25% in July 2006, citing that the CPI (ex fresh food) inflation rate had been
above zero for several months. This was the end of the second ZIRP period.

As one of the measures to increase overall liquidity, possibly influencing the slope
of the yield curve, the Bank of Japan increased the amount of monthly (gross) pur-
chase of long-term bonds. The purchase of long bonds had been done practiced on
the assumption that monetary base had to increase with the nominal GDP growth
and the long-term growth of monetary base can be provided with long-term assets on
the liability side. However, the increase of monthly purchase of long-term bonds dur-
ing the period between August 2001 and October 2002 was for helping increase the
liquidity provision and, possibly, lowering the long-term interest rate. The monthly
purchase was increased form 400 billion yen to 600 billion yen in August 2001; 600
billion yen to 800 billion yen in December 2001; 800 billion yen to 1 tillion yen in
February 2002; and 1 trillion yen to 1.2 trillion yen in October 2002. The rapid
increase reflects implies that the Bank was less reluctant in purchasing long-term
bonds-no risk if held to maturity-than other kinds of risk assets. 

It is also important to note that the increase in long-term bond purchases was done
under Governor Hayami, while large jumps in the target amount of QE were done
under Mr. Fukui, who became Governor in March 2003. Governor Fukui's communi-
cation was clearer in carrying out large increase in QE. 

When the QE-reserve targeting was wound up in 2006, the amount of monthly
purchase of long-bonds did not change. 

These changes in long-bonds purchase and QE were shown in Figure 1.

2.3. Assessment of QE-reserve targeting

It is not immediately clear from the traditional theoretical monetary policy models
how QE- reserve targeting would help the economy recover from stagnation and
deflation. Even if money supply increases, as monetarists would recommend in fight-
ing deflation, if most of increases of M2 is in the central bank reserve-that is, smaller
money multiplier-then the real side of economy (investment and consumption)
would hardly be stimulated. 

There are four different channels that QE-excess reserves contributed to restoring
financial stability, helping economic recovery and fighting deflation. 

First, it was expected to, and it did, have had strong effects on financial systemic
stability. Since there was ample liquidity, a sudden death of a commercial bank due
to liquidity shortage became extremely unlikely. So, counterparty risk in the interbank
market was lessened.

Second, it was also expected, but did not happen, that credit crunch would not happen
for the reason of liquidity shortage. However, bank loans were not dramatically increas-
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ing at all during the QE period, because banks were concerned with their capital ade-
quacy ratios and deteriorating credit worthiness of corporations. When the economy
was stagnant and stock prices were falling, it would be very difficult to encourage
Japanese banks (or any other banks) to lend more, even with expanding QE. The task
should be taken up by financial supervision policy and fiscal operations in terms of
capital injection to commercial banks. 

Third, QE-reserve targeting had sent a message to market participants that ZIRP
would continue for some time, and there would not be an abrupt end like August
2000. This has been called the "policy duration effect" (see Oda and Ueda (2005)). As
extra liquidity provided to the market, and it would take time to take out liquidity
from the market, ZIRP would be guaranteed for some time. At the time of introduc-
ing QE in March 2001, there was also a commitment, in that the exit would not come
until the inflation rate would be stably above zero. With high target of QE and the
commitment of a clear exit condition, the medium- and long-term interest rates came
down. Therefore, the yield curve would become flatter: the zero interest rate up to
approximately one year, and flatter slope up to ten years. Then borrowers with invest-
ment project and potential house buyers may be encouraged to borrow and invest,
provided that the expected inflation rate for a longer term stays stable (that is, not
dragged down with the nominal interest rate). That would raise aggregate demand. 

Fourth, with ZIRP in place with policy duration effects, commercial banks may find
it safe and profitable to invest in interest bearing securities like long-term bonds,
high-grade corporate bonds, equities, and low-grade corporate bonds. This is called
"portfolio rebalance effects." 

Ugai (2007) provides a comprehensive survey of empirical work related to the pol-
icy duration effect and the portfolio rebalance effects. For policy duration effects,
Baba et al. (2005), Oda and Ueda (2005) and Okina and Shiratsuka (2004) confirmed
that the effect was strong in lowering the 3-year to 5-year JGB interest rate. The effect
became even stronger in late 2002. 
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Figure 1 BOJ increased the purchase of JGBs and current account balances (excess reserves)



As for portfolio rebalance effects, Kimura and Small (2006) found some effects on
high-grade corporate bonds (a 10 trillion excess reserve increase depressed the spread
of Aa bonds by 1 to 4 basis points), but not on equities and low-grade corporate
bonds.

Long bond purchases by BOJ were increased from gross purchase of 400 billion yen
per month before QE to 1.2 trillion yen per month in October 2002. Oda and Ueda
(2005) actually did not find the measurable impact of this policy on the JGB yield.
Kimura and Small (2006) found some effects from BOJ's increased JGB purchases on
high grade corporate bond yield, but not in the low-grade corporate bonds. 

The Bank of Japan also purchased equities directly from commercial banks from
2002 to 2004 for the reason of financial stability, and, as the Bank of Japan empha-
sizes, not for monetary policy.7 More than 2 trillion yen worth of equities were pur-
chased. Japanese commercial banks' holding of equities contributed to significant
uncertainty over the prospect of their Basle Capital Adequacy Ratio, as 45% of valua-
tion gains can be counted toward tier II capital, but evaluation losses had to be
deducted from tier I capital. What was once a cushion in CAR became a liability by
2002. The Bank of Japan decided to avoid self-fulfilling prophecy of banks' selling
equities in loss cut that would actually cause the equity price to decline, that would
induce more loss cut selling.  

3. Variants of QE

3.1. BOJ

What the Bank of Japan did not do as QE, despite many economists were the follow-
ing.8 (1) Purchase of foreign currency denominated government securities; (2)
Outright purchase of corporate debts (except Asset Back securities); (3) Purchase of
REITs, (4) Purchase of equities as monetary policy; and (5) Guarantee of interbank lia-
bilities. Svensson (2001) recommended that BOJ would purchase foreign bonds that
would amount to unsterilized intervention. This would have two benefits via proba-
bly depreciation of the yen, preventing deflation through imported inflation and
stimulating exports. Svensson called this a foolproof way out of deflation. 

In Japan, foreign exchange intervention is under the Ministry of Finance jurisdic-
tion, as foreign reserves are held in the fiscal special account. (See Ito (2007) for this
mechanism.) The Ministry of Finance conducted massive yen-selling intervention
from January 2003 and March 2004, coincided with BOJ expansion of its balance
sheet. This may be viewed as unsterilized intervention, but it was explained as a
"coincidence" by then Deputy Governor of Bank of Japan. (See Ito (2004b))

Important lessons of ZIRP and QE from the experiences of the Bank of Japan are
that it is important (a) to communicate the intention, objective, and target of those
policies; (b) to prevent the inflation rate from falling into the negative territory for an
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7 See Ito (2004a) for political economy over the debate of purchasing equities by the Bank of Japan.  The
purchase was decided in the "regular" meeting of monetary policy board, and not in the "monetary pol-
icy" meeting of the same board.

8 See Meltzer (1999, 2001), Svensson (2001), and others summarized in Ito and Mishkin (2006).



extended period; and (c) to find ways to influence inflation expectation. BOJ failed in
some of these criteria and succeeded in some. 

3.2. FED, credit easing

The Federal Reserve has expanded its balance sheet in 2008, much faster than BOJ did
from 2001 to 2003. Bernanke (2009) explained the action as "credit easing" to make
it differentiated from BOJ experiences. The difference is best explained by his own
words: 

"The Federal Reserve's approach to supporting credit markets is conceptually
distinct from quantitative easing (QE), the policy approach used by the Bank of
Japan from 2001 to 2006. Our approach--which could be described as "credit
easing"--resembles quantitative easing in one respect: It involves an expansion of
the central bank's balance sheet. However, in a pure QE regime, the focus of policy
is the quantity of bank reserves, which are liabilities of the central bank; the
composition of loans and securities on the asset side of the central bank's balance
sheet is incidental. Indeed, although the Bank of Japan's policy approach during
the QE period was quite multifaceted, the overall stance of its policy was gauged
primarily in terms of its target for bank reserves. In contrast, the Federal Reserve's
credit easing approach focuses on the mix of loans and securities that it holds and
on how this composition of assets affects credit conditions for households and
businesses. This difference does not reflect any doctrinal disagreement with the
Japanese approach, but rather the differences in financial and economic
conditions between the two episodes. In particular, credit spreads are much wider
and credit markets more dysfunctional in the United States today than was the
case during the Japanese experiment with quantitative easing."

From these explanations, we arrive at the conclusion that QE has many forms. QE has
several variations regarding (1) what is the primary purpose; (2) what would be the
target instrument and communication strategy; (3) what assets to buy; and (4) how
to influence inflation expectation. Therefore we need to make it clear which QE we
are talking about. The Bank of Japan, in 2001-2006, went for QE-reserve targeting,
hoping that providing ample liquidity to banks would change their behavior to lend
more and that the yield curve would be flattened to stimulate aggregate demand. The
yield curve did become less steep, but bank lending did not pick up the pace. The
Federal Reserve in 2008 directly intervened in the credit and capital markets and pur-
chased the securities and provided guarantees. This CE (credit easing) action seems to
be based on a recognition that the BOJ QE-reserve targeting was rather ineffective.

3.3. Balance sheet concern

A common concern in expanding central bank balance sheet, either by BOJ style or
FRB style, is the possible losses from holding risky assets, like corporate bonds. In fact,
the concern was one of the reasons that the Bank of Japan did not take bolder actions.
Here it becomes crucial that the central bank and the fiscal authority must cooperate.
The central bank has to put the health of the economy ahead of the health of its bal-
ance sheet, and the fiscal authority has to find an implicit or explicit mechanism to
fill losses from the central bank action of holding risk assets for the sake of econom-
ic recovery. The fiscal authority can take reduced payment of seigniorage from the
central bank over the years, directly inject capital (if losses wipes out capital), or reim-
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burse the losses in risky securities holding in joint facilities, such as Maiden Lane that
would assume possible liabilities of Bear Stearns assets. 

The trust between the central bank and the fiscal authority is a key. The Bank of
Japan in 2001-2006 did not have such a trust, possibly due to a crash over lifting the
first ZIRP in August 2000. The FRB and the Treasury seem to enjoy such a trust. It
would be a challenge for ECB to build such trust with 16 different fiscal authorities of
the euro area.

4. Implications of global ZIRP

When several major economies simultaneously fall into ZIRP, the effectiveness of QE
is diminished as a stimulus via exchange rate depreciation may be limited. 

When Japan was suffering from stagnation while other major economies were
booming like the late 1990s, the correct policy prescriptions for Japan included cur-
rency depreciation. Currency depreciation is a potent weapon for getting out of defla-
tion because it works directly via imported inflation and indirectly through stimula-
tion of output among the export sectors. Japan needed this help in 2001-2006, and
other major countries that were growing at healthy pace did have room to absorb
exports from Japan. Japan did maintain the zero interest rate, and as other countries
raised interest rates, the widening interest rate gap induced the yen to depreciate in
2004 to 2006. 

Moreover, Svensson (2001) recommended non-sterilized intervention as a fool-
proof way of getting out of deflation. Whether it is a result of natural consequences
of monetary base expansion or a result of outright non-sterilized intervention, the
currency depreciation should be considered as a part of the prescription. However,
currency depreciation becomes difficult when ZIRP is practiced by many countries
simultaneously. Some currency has to appreciate to help others. The burden of appre-
ciation should be shouldered by a country with large trade surpluses with relatively
sound financial system and growth prospects. 

5. Inflation targeting

Flexible inflation targeting has been popular among many OECD and emerging mar-
ket central banks. It has been argued that successful inflation targeting has effects of
stabilizing inflation targeting. In the current context, anchoring inflation expecta-
tion, say, at around 1-2 % has the following benefits. Even if actual inflation rate
becomes negative, the public continues to believe that the inflation rate would return
to 1-2% in the medium term (say, two to three years). The investment and consump-
tion decision would be based on negative real interest rate (ZIRP minus positive nom-
inal expected inflation) that is stimulative, rather than a positive interest rate, that is
contractionary. Thus, credible, flexible inflation targeting would be beneficial to man-
aging the economy during a deflationary period. 

QE-reserve targeting by the BOJ in 2001-2006 had "policy duration effects" that
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flatten the yield curve by lowering the long-term interest rate. The lower long-term
interest rate can be a result of low inflation rate expectation, or low real interest rate
expectation, or both. The credible inflation targeting may lower expected real inter-
est rate, but not the nominal rate. An introduction of credible inflation targeting
amidst deflation may be counterproductive by raising the inflation expectation and
in turn raising the nominal long-term interest rate. This logic was also used as one of
the objections to inflation targeting proposal to the Bank of Japan. Thus, it is impor-
tant to have credible inflation targeting regime during a normal period with positive
inflation rate, and to use it to prevent the inflation expectation falling into deflation
territory in the beginning phase of deflation. As the central bank shows resolve to get
out of deflation in a short period, inflation targeting may be a useful tool. 

The Federal Reserve of the United States, the ECB (Eurosystem) of the Euro Area
and the Bank of Japan have not adopted inflation targeting. Would it be better for
them to adopt inflation targeting at this juncture? Although the Group of Big Three
(G3) central banks have not declared inflation targeting, some of them have
improved on many of the pre-conditions for inflation targeting, such as independ-
ence, transparency, communication strategy, and history of inflation rates, with some
deficiency remaining. 

The Bank of Japan has been quite negative on adopting inflation targeting during
the ZIRP period and even after the exit from ZIRP. Ito (2004) discussed the political
economy of the inflation targeting debate in Japan during ZIRP period. He summa-
rized the Bank of Japan's opposition as follows. 

"In fact, inflation targeting became somewhat a symbol of additional steps that the
Bank of Japan should or should not take, since in order to achieve a positive
inflation rate target, some of the unconventional measures have to be taken. Most
of the Board members and staff economists of the Bank spoke out negatively about
inflation targeting. Several reasons were mentioned. First, inflation targeting was
characterized as a simple-minded reflation policy and rejected. Second, no country
had adopted inflation targeting to increase an inflation rate from the state of
deflation. Third, there was no policy measures, given that the interest rate was
zero, are available to lift the inflation rate to the positive territory so that
announcement of inflation targeting, without tools to achieve, would damage the
credibility of the Bank. Fourth, a mere announcement of an inflation target would
not change expectation. Fifth, if the public happens to believe in the inflation
targeting, the long-term interest rate would increase and it would damage the
economy." 

6. Conclusion: Policy Recommendations

Based on Japan's experiences of ZIRP from February 1999 to August 2000, and ZIRP
and QE from March 2001 to March 2006, and FRB's experience of credit easing from
mid-2008 to now, with some forecasts on what will be coming in Europe, the follow-
ing policy recommendation seems to emerge. 

(1) Determination and communication of a do-everything attitude to avoid
a prolonged deflation is critically important. Arriving at ZIRP should not
be delayed until the inflation rate reaches zero. Inflation targeting-such as
aiming at returning to 1-2 percent inflation rate in three years-may be
helpful as a clear, transparent message. 
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(2) The authorities should not hesitate to expand the central bank's balance
sheet by buying risk assets that would most effectively restore financial
stability. Many variations of QE should be considered and attempted. In
this respect, the FRB actions to purchase wide range of securities are
remarkable and commendable. It is firmly believed at the FRB that
restoring the economic health is more important than keeping the central
bank's balance sheet clean and riskfree. 

(3) It is important for ensuring the end of deflation to have a commitment
to err on the side of late than early for the timing of exit and an
implementation of easier-than-usual monetary policy after the exit of
ZIRP. 

(4) Global ZIRP would shut down one channel of recovery, that is, stimulus
via currency depreciation. Under a global ZIRP environment, a country
with large trade surpluses with positive GDP growth should refrain from
large scale intervention since intervention to prevent appreciation would
be equivalent to a beggar-thy-neighbor policy. The currency of a relatively
strong economy should appreciate (at least in the real effective exchange
rate) in the globally deflationary environment.

(5) The trust between the central bank and the fiscal authority is important
to induce the central bank to take bold actions in QE and/or CE.

(6) Globally-coordinated fiscal stimulus is desirable, but room for sustainable
fiscal deficits is quite different from a country to another. The higher the
debt ratio is, the more constrained is the country in implementing fiscal
stimulus. Even in these countries, current fiscal spending associated with
structural reform removing inefficiency and with subsidies to green
innovations, with a promise to raise a less-distortionary tax in the
medium run may be prudent fiscal policy under the circumstance. 
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Introduction 

In this short paper I shall discuss the following issues.  Section 1 reviews the useful-
ness of debt and deficits for smoothing consumption over time and the limits on this
usefulness due to aggregation constraints in a closed global system.  Section 2 dis-
cusses fiscal sustainability.  Section 3 considers the conditions under which different
fiscal stimuli will boost aggregate demand, output and employment, nationally and
globally. Section 4 considers the effect of sovereign default risk on the expansionary
effect of fiscal policy.  Section 5 considers the effect of a credit squeeze on effective
supply and Section 6 reviews neoclassical fiscal measures, that emphasis intertempo-
ral substitution effects over income effects.

1. Debt and deficits

Debt is a wonderful and dangerous social invention.  It permits individuals and
groups of individuals to smooth consumption over time.  Another way to put this is
that it permits saving to be decoupled from investment.  When I borrow, I can absorb
more resources for consumption and investment than are provided by my current
income.  Such borrowing creates a legal obligation to repay the debt with interest at
some future date.  Because the net financial benefit from adhering to the terms of a
debt contract sooner or later become negative for the borrower, and because the
anticipation of future access to borrowing facilities and a concern for one's reputation
are often imperfect contract enforcement mechanisms, self-enforcing debt contracts
are rare in the private sphere and third-party or external contract enforcement tend
to be the rule. 

This is less true for sovereign borrowing.  External or third-party enforcement of
sovereign debt contracts is unusual, although countries can at times be forced or bul-
lied by other nations to meet some of their external obligations � the deposit insur-
ance obligations of the foreign branches of Icelandic banks assigned to/imposed on
the Icelandic sovereign by the British, Dutch and German authorities, are an exam-
ple.  Self-enforcement is, however, the rule for sovereign debt contracts.  Repetition
and reputation can sustain debt service that would not be individually rational in a
one-shot or single-stage game.  That is why it is essential that governments honour
the sovereign debt bequeathed to them by their predecessors, even if the new gov-
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ernment disapproves of the spending programmes or tax cuts that generated that
debt.

The scope for consumption smoothing created by borrowing is often much less
impressive in equilibrium, when the interaction of all participants in the economic
game are fully taken into account, than they appear to be when we consider the
options open to an individual would-be borrower (individual, government or coun-
try) facing a much larger national or global economy.  In equilibrium, I can only bor-
row if someone else is willing to lend.  In a closed economy, the government can only
borrow more if the private sector borrows less.  In an open economy, a nation can
only reduce its external borrowing if the rest of the world is willing to increase its
external borrowing or to reduce its net external lending.

Proposition 1: The current global economic slowdown makes it desirable for every coun-
try to seek to increase its external trade balance.  This is logically impossible and represents
an invitation for conflict.  Countries with unsustainable external deficits (e.g. the USA)
should seek to boost their trade balances and de-emphasize domestic demand relative to
countries with unsustainable external surpluses (e.g. China), which should seek to boost
domestic demand and reduce their trade balance surpluses. 

2. Fiscal sustainability

Fiscal sustainability is a useful conceptual tool, but not an operational concept.
Technically, a fiscal-financial-monetary programme is sustainable if the authorities
have not taken a leaf from Bernie Madoff's handbook and are not engaged in an
open-ended pyramid scheme or Ponzi finance scheme, in which existing debt � both
interest and principal repayments due � is serviced forever by issuing additional debt.  

Formally, this means that the present discounted value of the sovereign's terminal
debt goes to zero as the terminal period recedes into the infinitely distant future. It
can be restated as the prima-facie operational requirement that the outstanding value
of the non-monetary debt of the sovereign or the state (the consolidated general gov-
ernment and central bank) be no larger than the present discounted value of current
and future primary budget surpluses of the state.  The primary surplus of the state is
the financial budget surplus of the state � the consolidated general government and
central bank � minus net interest income plus the monetary issuance of the sovereign
(the change in the stock of base money issued by the central bank).  This can be writ-
ten as the simple requirement that the permanent share of the state's primary surplus
in GDP, �s be no less than the outstanding stock of sovereign non-interest-bearing
debt as a share of GDP, d , times the difference between the long-term real interest
rate on the sovereign debt, �r and the long-run growth rate of real GDP, �n .  So the
smallest permanent share of the state's permanent surplus in GDP that is consistent
with solvency of the sovereign is given by:

�s = ( �r � �n)d (1)

This is very similar to the expression for the current-period state primary surplus (as
a share of GDP), s, that just stabilised the debt-to-GDP ratio.  This is given by



s = (r � n)d (2)

where r is the current real rate of interest on the public debt and n is the current rate
of growth of real GDP.  The difference between the sustainability condition (1) and
the debt-to-GDP ratio stabilising primary surplus of the state given in (2) is that �s, the
permanent primary surplus as a share of GDP, is the long-run average ratio of the pri-
mary surplus of the state and that �r and �n are likewise future long run average values
of the real interest rate on the public debt and the growth rate of real GDP respec-
tively.

Unfortunately, three of the four key parameters in (1) are unobservable.  First, the
long-run real interest rate on the public debt and the long-run real growth rate of
GDP are uncertain and have to be estimated and predicted.  The net debt-to-GDP
ratio is, in principle, measurable and verifiable.  Unfortunately, governments have
developed the habit of hiding significant liabilities and contingent exposures in off-
budget and off-balance sheet constructs, so measuring d accurately is no trivial mat-
ter.

Given d and estimates of the long-run real interest rate and growth rate, the min-
imal required permanent surplus as share of GDP to achieve solvency can simply be
calculated from (1).  Whether the permanent primary surplus (as a share of GDP) of
the state that is predicted, expected or planned is indeed at least as large as �s depends
on a host of economic, social and political factors, including the determination and
credibility of present and future governments, the willingness of the citizens to pay
higher taxes or accept lower public spending programmes and the ability and will-
ingness of the central bank to extract real resources through the issuance of base
money � seigniorage.

It is in principle possible for a policy maker to announce a thousand years of pri-
mary deficits followed by an eternity of sufficiently large primary surpluses that (1) is
satisfied.  No government has the credibility to commit itself and its successors to
such a strategy.  The markets have therefore become doubting Thomases: they want
to see before they believe.  The best guide to future primary surpluses is the govern-
ment's capacity for generating primary surpluses in the past, when doing so was not
easy.  Only costly signals are credible.  Governments with a history of procyclical
behaviour during the upswing will met with market scepticism (in the form of high-
er CDS rates and higher spreads of their sovereign debt rates over that of best-of-breed
benchmarks, like Bunds or US Treasury bonds) when they announce counter-cyclical
behaviour in the downswing while promising higher taxes and/or lower spending in
the next upswing.  

Both (1) and (2) show that the minimum required primary surpluses (for long-run
solvency or for stabilising the debt-to-GDP ratio at its current level) will increase
whenever the real interest rate on the public debt increases.  A higher sovereign debt
default risk premium will be one possible cause of such an increase.  Sovereign default
risk spreads have increased sharply in the current crisis, even in the Eurozone, reach-
ing 300 basis points for 10-years sovereign debt instruments.  A vicious 'positive feed-
back' mechanism from a higher  debt burden to a higher default risk premium to a
higher deficit and a further increase in the debt burden becomes a possibility, since,
letting ∆ denote 'change in':
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∆d = �s + (r � n)d (3)

If the default risk premium cannot be addressed directly, say through guarantees from
other, more solvent governments or from international organisations with deep pock-
ets, the only way to stabilise the potentially explosive debt-deficit spiral is through
larger primary surpluses, that is, higher taxes, t, as a share of GDP, lower public spend-
ing, g, as a share of GDP, or increases seigniorage � issuance of base money by the cen-
tral bank, or σ, as a share of GDP:

s = t � g + σ (4)

Proposition 2: Even operationally independent central banks must recognise that their prof-
its or (equivalently) their monetary issuance are an important source of revenue/means of
financing for the state.  This is true regardless of whether the official monetary policy rate is
at its zero floor or above it.  Quantitative easing (expansion of the monetary base through
purchases of government securities) is an especially important source of revenue for the sov-
ereign whenever short-term interest rates are well below long-term interest rates.  Close coop-
eration between the monetary and fiscal authorities is necessary to achieve the right timing
and magnitude of monetization of public debt and deficits, and the reversal of this moneti-
zation when the economy recovers. When done competently, these co-operative and coordi-
nated actions will not threaten the price stability mandate of the central bank.

The financial crisis threatens government solvency through what amounts to an
increase in the stock of net debt, d.  This can take the form of guarantees for and
insurance of bank assets or liabilities, injections of capital financed through govern-
ment debt issues etc.  Much of the exposure is contingent and technically off-balance
sheet.  From the perspective of the fiscal sustainability, however, all these contingent
liabilities should be priced (e.g. using real option pricing methods) and added to d
and the marked-to-market value or marked-to-model value of any (contingent) assets
the government may have acquired as part of its banking sector or financial sector
bail-out operations should be subtracted from d.

Proposition 3: From the point of view of (1) getting the maximum bang per buck as
regards stimulating aggregate demand, and (2) minimizing moral hazard (creating bad
incentives for future reckless lending and investment by rewarding past reckless lending and
investment, the fiscal authorities should guarantee or insure flows of new lending and cred-
it, including securitisation, but not outstanding stocks of loans, credit, or securities.

3. When does a fiscal stimulus boost aggregate demand?

A fiscal stimulus is a key weapon in the policy arsenal used to address an undesirable
weakening of aggregate demand.  For the policy to make sense, either an increase in
public spending on goods and services (public consumption or investment) or a tax
cut (which includes an increase in transfer payments) must raise aggregate demand at
a given price level, wage, interest rates, exchange rates and other asset prices.  In the
textbook IS-LM model this means that the fiscal measure shifts the IS curve to the
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right.  We may still not get any effect on output and employment, even if the IS curve
shifts to the right, because there is 'financial crowding out' through higher interest
rates, lower asset prices or a stronger exchange rate or because there is 'real crowding
out' through scare real resources on the supply side; real crowding out or 'factor mar-
ket crowding out' occurs through rising real wages and other real factor costs, and
through rising inflationary pressures.

But unless the fiscal stimulus shifts the IS curve to the right, it achieves nothing at
all � we don't even have to investigate whether there is financial or real crowding out.  

Ricardian equivalence

Tax cuts

Even if financial markets were perfect, life-cycle theories of consumption would
imply that postponing taxes by government borrowing  (that is cutting taxes today
and raising them by the same amount in present discounted value at some later date)
boosts aggregate consumption demand because it redistributes resources from people
with longer expected remaining life-spans (the young and the unborn (future gener-
ations) to people with shorter expected remaining life-spans (the old and those cur-
rent alive).  Strictly speaking, this requires that the tax cuts (transfer payments) be
labour income tax cuts or lump-sum tax cuts or transfer payments accruing to per-
sons (owners of human wealth -the non-traded present discounted value of future
after-tax labour income), rather than tax cuts on the returns to or on the value of
non-human, financial and real assets that are traded and owned by those currently
alive.   Life-cycle principles imply that, because people try to smooth consumption
over the life-cycle, the old will have a higher marginal propensity to consume out of
current income than the young.  The unborn of course don't consume at all (at any
rate prior to conception).

To negate these life-cycle arguments for an expansionary demand effect from tax
cuts, the Ricardian equivalence or debt neutrality school assumes (1) that the gov-
ernment always satisfies its intertemporal budget constraint (there is no default risk
on public debt) and (2) that aggregate consumption can be viewed as the consump-
tion of a single, representative infinite-lived consumer.  The awkward fact that peo-
ple are born, live and die is finessed by assuming that everyone is linked to all past
and future generations through an unbroken chain of operative intergenerational
bequest motives.  

Stating the assumptions required for Ricardian equivalence to hold is to deny its
relevance.  Postponing taxes through borrowing, without changing the present dis-
counted value, will boost aggregate demand because it redistributes resources from
the young to the old, from the unborn to those currently alive and from permanent-
income or life-cycle households to households constrained by liquidity and current
disposable income (Keynesian households).  

A key point to note is that these aggregate-demand-boosting redistributions can
also be achieved without the need for public deficits.  If we can identify the young
and the old and the life-cycle and Keynesian consumers, and if we have sufficiently
rich arsenal of taxes and transfers, we can do balanced-budget redistributions that will
boost aggregate consumption.
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Proposition 4: Balanced-budget redistribution between households with different mar-
ginal propensities to spend out of current income can boost demand as effectively as deficit
financed tax cuts.  Examples include the following:

1. An increase in social security retirement pensions financed fully by higher social
security contributions by workers and employers (pensioners have a higher mpc than
workers).

2. An increase in student grants financed fully through a levy on financial wealth
(students are likely to be liquidity-constrained, unlike owners of financial assets).

3. An increase in short-term unemployment benefit financed by a reduction in long-term
unemployment benefit (short-term and temporarily unemployed workers are more likely
to be liquidity-constrained.)

The consumer-oriented tax cuts and transfer payment increases recommended in the
IMF Staff Position Note, 'Fiscal Policy for the Crisis' (Spilimergo et. al. (2008)) overlap
mostly with what I recommend here (increased unemployment benefits, increases in
earned income tax credits and the expansion of safety nets in countries where such
nets are limited (e.g. China).  

Support for homeowners facing foreclosures, including a write-down of mortgages
using public resources, only makes sense if it does not amount to an involuntary
mortgage write-down imposed on the banks and other mortgage lenders.  Unless fis-
cal resources are actually made available to make the lenders no worse off than they
would have been under voluntary restructuring and write-downs of mortgages, sup-
port for homeowners facing foreclosures would worsen conditions in the financial
sector, and would also reduce the availability of private mortgage financing for future
borrowers.  It would be a classic example of populist politics, looking after the insid-
ers (existing distressed mortgage borrowers) at the expense of the outsiders (future
mortgage borrowers).

Increased public spending on goods and services

Even if there is Ricardian equivalence for tax cuts or increases in transfer payments,
a temporary increase in public spending on goods and services (exhaustive public
spending) will stimulate demand.  The reason is that a one-year (say) increase in pub-
lic consumption or investment of $1 bn will, reduce permanent income by much less
than $ 1bn � to a reasonable approximation, private consumption would only fall by
an amount given by the product of the long-term real interest rate and $ 1 bn �
maybe by $ 30 mn or so. In the Ricardian view, a permanent increase in exhaustive
public spending would not boost aggregate demand, as it would lower permanent
income and thus private consumption by the same amount as the permanent
increase in public spending.

If the Keynesian consumption function with its liquidity-constrained consumers
describes reality, a balanced-budget increase in public consumption or investment
spending (funded with higher taxes or lower transfer payments) would boost aggre-
gate demand.

Proposition 5: A temporary increase in public consumption or investment will always
boost public spending, even if the budget is kept balanced.  If there are liquidity-constrained
households, even a permanent balanced-budget increase in public spending on goods and

Macroeconomic Stability and Financial Regulation: Key Issues for the G20  

84



services will boost aggregate demand.

Different types of 'crowding out'

The conditions for Ricardian equivalence are unrealistic and don't hold in practice.
Just because expansionary fiscal policy can stimulate aggregate demand at a given
value of current and future prices, wages, interest rates, exchange rates and other asset
prices does not mean that it will boost demand when the response of prices, wages,
interest rates, exchange rates and other asset prices to the fiscal stimulus is allowed
for.  Three of crowding out can be distinguished: financial crowding out, real resource
crowding out and direct crowding out.

Financial crowding out

Financial crowding out occurs though the response of interest rates, the exchange
rate and other asset prices to past, current and anticipated future fiscal actions.  The
textbook examples in the IS-LM framework are interest rate crowding out when the
path of the nominal stock is kept constant and exchange rate crowding out under a
floating exchange rate.  Interest rate crowding out will be full or 100% when the nom-
inal money stock is kept constant and velocity is constant.  Even when the monetary
authorities peg the short nominal interest rate, there will be full crowding out of an
(unanticipated, immediate, permanent) fiscal expansion under perfect international
capital mobility when the exchange rate floats and there are no doubts about the fis-
cal sustainability of the government's fiscal-financial-monetary programme.  A small-
er trade surplus (larger trade deficit) undoes the effect of the fiscal stimulus on output
through an appreciation of the nominal and real exchange rate.

A large country or region (like the USA or the Eurozone) could use domestic expan-
sionary fiscal policy to raise domestic demand to the extent that its actions raise the
world real and nominal interest rate, but even for large countries or region, a signifi-
cant part of a domestic fiscal stimulus may end up raising output abroad through
larger imports and reduced exports.  

This discussion has three obvious implications:

Proposition 6: international coordination of cooperatively designed fiscal stimuli is likely to
be necessary to allow the internalisation of the effective demand externalities of a fiscal stim-
ulus through the trade balance and the real exchange rate. 

Proposition 7: Cooperatively designed international fiscal stimuli must be modulated
according to the' fiscal spare capacity' of each country, that is, according to its ability to gen-
erate (and to commit itself credibly to generate) larger future primary government surpluses.

Proposition 8: Very large fiscal deficits and public debt issuance by rich countries will risk
crowding out sovereign and private sector borrowers from emerging markets and developing
countries.  Longer-term risk-free global real interest rates are likely to rise.

Real resource crowding out

Real resource crowding out occurs when, regardless of the degree of financial crowd-
ing out, real resource constraints (capital and labour bottlenecks) limit the expansion
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of output in response to a fiscal impulse.  It will tend to be accompanied by rising
prices and wages, often by rising real wages and by rising inflationary pressures.  In
an open economy, the domestic supply constraint on real final demand can be
relaxed through the trade balance.  For the world as a whole this is not possible.
Fiscal policy cannot relax physical supply-side constraints in the short run, if one
ignores the relevance of changes in labour income taxes and other taxes on labour
supply in a world where the problem is growing involuntary unemployment.
However, I shall argue in Section 5 that credit policy may reduce working capital con-
straints on production and employment, so credit easing policies may relax effective
(financial) supply constraints on output, that could permit a fiscal stimulus to have a
stronger expansionary effect.

Direct crowding out  

The effect on aggregate demand of an increase in public spending on real goods and
services depends not only on the way it is financed and on the marginal propensities
to consume of current and future tax payers.  It also depends on whether the real
resources consumed or invested by the state are direct substitutes for or complements
with private consumption and investment.  Public spending on free public education
and healthcare may be a substitute for private spending on education and healthcare.
Public spending on policing is a substitute for private spending on security guards
and other means of enhancing personal security and keeping private property safe.
Public infrastructure spending (roads, railroads) may boost private investment in
tourism or residential construction.  There is hardly any hard evidence on the pres-
ence and importance of such direct crowding out or crowding in.  The issue is not
considered in Spilimbergo et. al. (2008).  But it is something that could usefully be
taken into account when setting priorities for the detailed composition of public
spending programmes.

4. Sovereign default risk and the expansionary effect of fiscal policy

If a tax cut or an increase in public spending is deficit-financed, and if markets do not
believe it to be certain that the government or its successors will raise future taxes
(including monetary issuance) or cut future public spending by the same amount in
present discounted value terms as the up-front tax cut or public spending increase,
perceived default risk will increase and the government's cost of borrowing will rise.
Government borrowing rates tend to set a floor for private sector borrowing rates.
Although it is possible that the private sector could borrow on better terms than its
sovereign, such situations are few and far between.

A sufficiently large increase in the government deficit (or an increase in the effec-
tive net public debt through any other mechanism) could therefore increase the
default risk premium on the public debt to such an extent that the net effect of the
tax, spending and financing decisions on aggregate demand could be negative.  Note
that this has nothing to do with Ricardian Equivalence, which assumes that the gov-
ernment never defaults but instead always meets its intertemporal budget constraint.  

So far, in most of the industrial world and in the emerging markets, the increases
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in sovereign default risk premia have not been of sufficient magnitude to create wor-
ries about the effectiveness of expansionary, debt-financed policy through this
default-risk driven financial crowding out mechanisms.  In a number of countries,
including the US, the UK and Germany, the decline in the risk-free rate for a while
was larger than the increase in the default risk premium on the sovereign debt and
the total cost of government borrowing actually declined.  This situation began to
reverse itself at the end of 2008, and both government default risk premia and long-
term interest rates on sovereign debt have been rising.  In a number of European
countries (Greece, Ireland, Spain, Portugal, and some of the Central and Eastern
European countries) sovereign default risk premia have now risen to the point that
financial crowding out of debt-financed fiscal stimuli seems quite likely.

In other large countries, including the US, the UK, Germany and France, we may
not yet have reached that position.  The accumulation of public debt and of other
hard or contingent exposure to the banking sector, other financial institutions and
instruments (AIG, Fannie Mae, Freddie Mac), and non-financial enterprises deemed
too large, too interconnected or too politically connected to fail (GM, Chrysler, Opel,
Renault, Airbus), is such, however, that financial crowding out through rising sover-
eign default risk premia could become a real issue soon.  In that case, only balanced-
budget measures or central bank money-financed support measures would have any
expansionary effect.  

Deficit-financed fiscal stimuli should be modulated across countries according to
the 'fiscal spare capacity' in that country.  This is the difference between the current
permanent primary surplus and the maximum value of the permanent primary sur-
plus that is economically, administratively and politically sustainable.  We must not
be fooled by the contemplation of the very high public debt to GDP ratios found in
the US and the UK immediately after WWI and WWII.  The willingness of the public
to make great sacrifices, including fiscal sacrifices in order to pay down a debt
incurred in a noble, national cause � a war against an evil aggressor � is not present
today.  The increases in public debt we have seen in recent years and are likely to see
in the next few years, were incurred as a result of a war on ourselves.   The political
constraints on spending cuts and tax increases are much tighter than they were
immediately following WWII, when the US had public debt around 120% of GDP and
the UK around 220% of GDP.  Don't take that as a guide to what the fiscal authorities
will be able to get away with today.

Another way of putting this is that nations like the US and the UK have much less
social capital today than they had in 1945.  Citizen's trust in government, both as
regards its competence, but more importantly as regards its veracity � its capacity to
live up to its commitments and promises is at an all-time low.  Both in the US and in
the UK, the polity is much more polarised today than it was in 1945.  This increased
polarisation is not the same as the increased inequality in income and wealth that
characterises both countries, although the two may well be driven by common third
factors. 

The increased political polarisation and is reflected, especially in the US, in the
existence of a large number of de-facto veto groups, that can prevent the imposition
of higher taxes or cuts in public spending.  In the US Congress, Democrats are likely
to veto any future cuts in public spending, and Republicans any future increase in
future taxes.  In such a deadlocked society, current tax cuts and public spending
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increases are likely to be ineffective in boosting demand, because the market antici-
pates corrective that future fiscal restraint is unlikely to be forthcoming.  Longer term
nominal and real interest rates will rise, both through higher risk-free rates and
through higher inflation and exchange rate depreciation risk premia (if the unsus-
tainable government deficits are eventually monetised) and higher sovereign default
risk premia (if the unsustainable government deficits eventually lead to sovereign
default).  

In the UK, the stronger position of the executive branch of government and a
docile parliament make a US -style deadlock unlikely, so a determined executive
could, in all likelilhood, cut taxes and raise public spending today and reverse the
stimulus at some cyclically appropriate future time.  The key question in the UK is
how likely it is that a future executive will have both the insight and the courage to
inflict the necessary fiscal pain.

5. Will a fiscal stimulus work as effectively when the economy has
been hit by a credit crunch?

The credit crunch is now hitting the non-financial enterprise sector hard.  How does
a fiscal boost affect demand when the enterprise sector is credit-constrained?  If the
constraints are tight enough, they will weaken and may even completely neutralise
the effect of a fiscal stimulus on output and employment.  This is most easily seen if
production is subject to a lag (inputs go in before saleable output comes out).  This
means that firms need working capital to get production going.  Increased demand
can be met from inventories, and that may provide some working capital, but once
inventories have been worked off, the credit constraint on production and employ-
ment becomes binding.  

The notion that a credit crunch could lead to effective supply constraints being
binding in the market for goods and services, even if demand is depressed, was first
developed by the South-American structuralist school of Raul Prebisch and Celso
Furtado, and its neo-Structuralist successors (e.g. Lance Taylor and Domingo Cavallo
(1977)), although its antecedents go back much further to the Austrian school of
Hayek, Mises and to Marx. 

The "Austrian" or working capital supply side model of the supply side was intro-
duced into mainstream macroeconomic analysis by Alan Blinder (1987), but it has
not become part of the standard professional tool set (for a non-technical description,
see Buiter (2008)).  I believe that the Great Credit Crunch of the Noughties will
demonstrate its usefulness, because of its key assumption that production cannot take
place without credit.  A severe contraction in economic activity induced by a credit
crunch could, if effective supply contracts even faster than effective demand, lead to
greater upward pressure on prices or inflation than would be inferred by considering
the output gap defined not as the gap between effective demand and effective supply,
but instead between effective demand and notional supply.  Notional supply or
potential output, which is determined by the available physical resources of capital,
land and labour and is independent, in the short run, of the cost and availability of



credit.1

Proposition 9: Because production takes time, working capital is essential.  Policies to
provide credit to the non-financial enterprise sector may therefore be a precondition for
expansionary fiscal policy to have any material demand on production and employment.
Qualitative easing or credit easing is therefore likely to be complementary to fiscal policy in
economies badly affected by a credit squeeze.

Neoclassical fiscal measures

Keynesians believe in the power of (current) income effects on spending.  Neoclassical
economists believe in the power of the intertemporal substitution effect.  Why not
use both when there is no additional price tag attached to the Neoclassical effect?

A temporary VAT cut

I believe the temporary VAT cut introduced in the UK by Chancellor Darling last year
(2.5% down now to 15%, up 20% after 13 months), and which was given such a hard
time by many observers, made sense.  In principle, twisting the intertemporal terms
of trade like that causes consumers to switch their expenditures (especially on
durables) to the temporary low tax period.  It so happened that the fierce price wars
that were going on at the time may have drowned out these relative minor cuts, but
apart from that (and apart from the menu costs inflicted on restaurants and shop-
keepers), this was not a stupid idea.  Perhaps a cut to 10 % for a shorter period would
have made more impact on the cognitively challenged, but the principle of using the
substitution effect where it reinforces the income effect is surely correct. 

A temporary investment tax credit/subsidy

Provided there is no binding external finance constraint on investment, a temporary
investment tax credit or investment subsidy could be an effective means of shifting
investment towards the present.  The budgetary cost of such measures (which target
just the flow of new investment) is much lower, for a given effect on investment
demand, compared to that of measures that both target the flow and give a boost to
owners of existing capital, as a cut in corporation tax or in the capital gains tax
would.

Conclusion

Fiscal sustainability imposes strict limits on the amount of additional government
debt that can be incurred as part of a fiscal stimulus plan. A globally coordinated fis-
cal stimulus, modulated according to national fiscal spare capacity is desirable.
Initially, much of the resulting deficits can be monetised by the central banks (quan-

89

Fiscal Sustainability

1 In the long run, the physical capital stock is endogenous and is therefore affected by the cost and avail-
ability of finance.  Working capital can affect effective supply at much shorter horizons, of months or
quarters.



titative easing) without risking an undesirable increase in inflation. But when the
global and national economies recover, the earlier appropriate increase in global liq-
uidity will become inflationary, unless it is reversed promptly.  Unless the markets are
convinced that future tax increases or public spending cuts commensurate with the
massive additional public debt that will be issued during the next two or three years
will indeed be implemented, the spending stimulus may well be crowded out through
increases in sovereign default risk premia.  Even if sustainability and solvency are not
deemed to be at risk, the enormous forthcoming public debt issues by rich countries
are likely to crowd out foreign currency borrowing by governments and private par-
ties in developing countries and emerging markets and put upward pressure on real
risk-free interest rates.
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The recent financial turmoil has led to disruptions in credit flow second only to the
one during the Great Depression in the 1930s. Building on my earlier work in
Brunnermeier (2009), this article first outlines the underlying amplification mecha-
nisms that turned several hundred billion dollars of losses in the subprime mortgage
market into a multi-trillion dollar destruction of wealth. The understanding of these
mechanisms is an important prerequisite for setting up a new financial architecture
whose objective is to minimize the risk and impact of a recurrence of a similar crisis.
In the second part, I discuss specific proposals for crisis prevention that are described
in more detail in Brunnermeier et al. (2009). The final part of this report discusses ele-
ments of crisis management useful in handling and minimizing the impact of such
crises.

1) Underlying mechanisms

Trends leading up to the crisis

Several trends in the last decades have made the financial system vulnerable to a
sharp financial downturn with detrimental implications for the real economy. First,
the U.S. economy was experiencing a low interest-rate environment, both because of
large capital inflows from abroad, especially from Asian countries, and because the
U.S. Federal Reserve had adopted a lax interest rate policy. Asian countries bought
U.S. securities both to peg the exchange rates on an export-friendly level and to hedge
against a depreciation of their own currency against the dollar, a lesson learned from
the South-East Asia crisis in the late 1990s. The Federal Reserve Bank feared deflation
risks after the bursting of the Internet bubble and thus did not counteract the buildup
of the housing bubble. Second, the banking system underwent a deep structural
transformation. The traditional banking model, in which the issuing banks hold
loans until they are repaid, was replaced by the "originate and distribute" banking
model, in which loans are pooled, tranched, and then resold via securitization. The
creation of new securities facilitated the large capital inflows from abroad. A large
fraction of funding was arranged through the so-called "shadow banking system,"
which turned out to be very fragile, since it relied primarily on short-term financing.

Both trends led to a housing and credit bubble. Lending standards eroded, and
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inflated house prices served as collateral to finance unsustainable high consumption
levels in the U.S., which outpaced domestic production. The savings rate for U.S.
households shrank close to zero percent. Most of the U.S. consumption increase was
financed by a growing current account deficit. 

Leverage, maturity mismatch, and two liquidity concepts

The problem with the increased lending was not only the high leverage ratio, but also
the maturity mismatch -most of the long-term lending through the shadow banking
system was funded by (very) short-term borrowing that relied on the repo and Asset
Backed Commercial Paper market. In short, as will be explained below, it was high
leverage ratio combined with increased maturity mismatch that led to a fragile situa-
tion. 

To be more specific, leverage can cause a risk-shifting problem resulting in exces-
sive risk-taking. Hence lenders, who anticipate excessive risk taking, and cut back
their funding. The lack of new funding is however no problem if existing funds are
secured with long-term debt contracts, since no new funds need to be raised in the
interim. New funds are needed only when debt matures earlier than the assets pay off,
i.e., if there is a maturity mismatch.. A funding shortage arises when it is prohibitively
expensive both to (i) borrow more funds (low funding liquidity) and (ii) sell off assets
(low market liquidity). In short, problems arise if both funding liquidity dries up
(high margins/haircuts, restrained lending) and market liquidity evaporates (fire-sale
discounts). 

Funding liquidity describes the ease with which investors and arbitrageurs can
obtain funding. Funding liquidity is high-and markets are "awash with liquidity"-
when it is easy to raise money because collateral values are high (and/or rising), and
haircuts and margins are low. Market liquidity is high when it is easy to raise money
by selling one's assets at reasonable prices. Conversely, market liquidity is low when
selling the asset depresses the sale price considerably. When market liquidity is low,
it is very costly to shrink a firm's balance sheet. 

From the point of view of a bank, both forms of liquidity are influenced by the
financial soundness of other financial institutions. Furthermore, they can  mutually
reinforcing through (i) liquidity spirals, (ii) hoarding of funds, (iii) runs on financial
institutions and (iv) network effects via counterparty credit risk.

Liquidity spirals

A funding shock can trigger two distinct liquidity spirals: the loss spiral and the mar-
gin spiral. The loss spiral is due to asset price effects. If many financial institutions
suffer a similar funding shock, all of them have to cut back on their positions. This
depresses the price level of the assets, leading to a further erosion of wealth, which
forces financial institutions to cut back on their positions even further. Overall, a
leveraged institution that suffered a mark-to-market loss of $x has to reduce its posi-
tion by $x times its leverage ratio. Note that if financial institutions can defer losses
and do not have to mark-to-market, the loss spiral is much less powerful. 

The margin/haircut spiral reinforces the loss spiral as it forces the financial institu-
tion to reduce its leverage ratio on top of the effect of the loss spiral, the latter of

Macroeconomic Stability and Financial Regulation: Key Issues for the G20  

92



which arises even if leverage is to be held constant. Margins and haircuts implicitly
determine the maximum leverage a financial institution can adopt. Margins/haircuts
spike in times of large price drops and thereby lead to a general tightening of lend-
ing. Brunnermeier and Pedersen (2009) � see Figure 1 � show that a vicious cycle
emerges, where higher margins and haircuts force de-leveraging and more sales,
which increase margins further and force more sales, leading to the possibility of mul-
tiple equilibria. As asset prices drop, risk measures like Value-at-Risk increase, not only
lead to higher margins and higher external funding costs, but also reduce risk appetite
within banks. Risk managers step on the brakes and force traders to de-lever their
positions. 

The spirals are most pronounced in a financial system in which banks obtain their
funding through markets instead of deposits. But even for traditional deposit-taking
banks, their marginal source of funding has been the capital markets, for example
through repurchase agreements or commercial paper.  

Allowing financial institutions to hide losses by not forcing them to mark-to-mar-
ket is not necessarily a solution: it introduces more information asymmetries and
makes the margin/haircut spiral worse. Hence, while mark-to-market exacerbates the
loss spiral, it leads to more transparency and hence reduces the adverse impact of the
margin spiral. 

Margin/haircut spiral and procyclicality. These liquidity spirals are the underlying
cause of procyclicality. As asset prices drop, losses mount and margins/haircuts
increase. 

So far I have not explained why a drop in asset prices leads to higher margins and
haircuts, as well as a more cautious attitude towards lending. There are at least three
reasons: (i) backward-looking risk measures, (ii) time-varying volatility, and (iii)
adverse selection. 

Margins, haircuts and banks' internal risk tolerance are typically based on risk
measures such as Value-at-Risk (VaR). Typically these risk measures are estimated
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Figure 1: Loss and margin/haircut spiral that arise due to leverage and maturity mismatch

Source: Brunnermeier and Pedersen (2009)



using historical data. Hence, a sharp temporary price drop leads to a sharp increase in
the estimates of these risk measures. This leads to an increase in margins/haircuts,
constrains investors, and may force them to sell off their assets. Paradoxically, the
forced fire sale might justify the sharp increase in the risk-measure ex-post. In a boom
phase volatility and default estimates are low. As a consequence, margins will be low,
which allows higher leverage and supports the expansionary phase. When the first
adverse shocks hit, the volatility estimates shoot up, leading to a deleveraging process
described by the margin spiral. In short, if the objective of individual institutions is
to maintain return on equity, or value at risk, leverage will be procyclical. 

Second, the volatility of a price process can vary over time. A sharp price decline
may signal that we are about to enter more volatile times. Consequently, margins and
haircuts should be larger and lending should be reduced after such a price decline. An
extreme example was the situation in August 2007, when the asset-backed commer-
cial paper market dried up completely within a few hours. Prior to the crisis, asset-
backed commercial paper was almost risk-free because of overcollateralization � i.e.
the initial losses would be borne by the lower tranches. However, in August 2007, the
overcollateralization cushion evaporated, making such assets much more risky.
Consequently, investors were unwilling to let structured investment vehicles roll over
their debt.

The third reason why margins increase when prices drop is the emergence of fric-
tions due to asymmetric-information. As losses mount, debt becomes more risky and
hence more "information sensitive" (a point first stressed in Gorton and Pennacchi
(1990)).2 Figure 2 illustrates this point. The hockey stick depict the payoff of a debt
contract as a function of firm's cash flow. If the cash flow is sufficiently high, the face
value of the debt is paid off in full. The bell-shaped curves depict two different prob-
ability distributions of the cash flow. For example, if the cash flow is distributed as
depicted by the solid blue curve, the debt holder does not care much about the exact
cash flow of the firm. However, after the firm faces a negative shock, the cash flow
shifts towards the left (as depicted by the dashed black curve), each debt holder is
eager to collect information. Suddenly asymmetric information problems emerge
which can lead to market break-downs.

On top of it, financiers become more careful about whether to accept a pool of
assets as collateral since they fear receiving a particularly bad selection of assets. They
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Figure 2: As the cash flow distribution shifts towards the left, debt payoff becomes more
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2 Beng Holmström drew the connection to the current crisis. 



might, for example, be worried that structured investment vehicles have already sold
the good, "sellable" assets and left as collateral only the bad, less valuable, "lemons." 

Fire-sale externality. Why do financial institutions overexpose themselves to the risk
of getting caught in a liquidity spiral by holding highly levered positions with exces-
sive maturity-mismatches? The reason is a fire-sale externality, i.e. a situation in
which the institution does not bear the full cost of its own actions. It arises since each
individual financial institution does not have an incentive to take into account the
price impact its own fire-sales will have on asset prices in a possible future liquidity
crunch. Hence, fire sales by some institution spill over, and adversely affect the bal-
ance sheets of others, which constitutes a negative externality. This was first pointed
out in Stiglitz (1982) and Geanakoplos and Polemarchakis (1986). The fire-sale exter-
nality is arguably the main rationale for bank regulation.

Hoarding and maturity rat race

The second amplification mechanism is due to precautionary hoarding. It arises if
potential lenders are afraid that they might suffer from shocks in the near future,
when they will need funds for their own projects and trading strategies. Precautionary
hoarding therefore increases when a) the likelihood of such shocks increases, and b)
outside funds are expected to be difficult to obtain (see e.g. Holmström and Tirole,
1997, 1998). Financial institutions either refuse to lend at all or lend only at very
short maturity. Since lending at a shorter maturity grants one de-facto seniority over
other lenders, a maturity rat race can emerge where all lenders only lend very short-
term (see Brunnermeier and Oehmke, 2009).

The troubles in the interbank lending market in 2007-8 are a textbook example of
precautionary hoarding by individual banks. As it became apparent that conduits,
structured investment vehicles, and other off-balance-sheet vehicles would likely
draw on credit lines extended by their sponsoring bank, each bank's uncertainty
about its own funding needs skyrocketed. At the same time, it became more uncer-
tain whether banks could tap into the interbank market after a potential interim
shock, since it was not known to what extent other banks faced similar problems.
These effects led to sharp spikes in the (3 months) interbank market interest rate,
LIBOR, relative to the Treasury bill interest rate.

Runs

Runs on financial institutions constitute another mechanism that amplifies an initial
shock. In a classic bank every investor has an incentive to preempt others and run to
the bank. A first-mover advantage triggers a dynamic preemption motive.

Deposit insurance has made classic bank runs almost obsolete, but runs can occur
on other financial institutions and especially to the shadow banking system. Not
rolling over commercial paper is, in effect, a run on the issuer of asset-backed com-
mercial paper. Bear Stearns essentially experienced a bank run in March 2008 when
hedge funds, which typically park a sizable amount of liquid wealth with their prime
brokers, pulled out those funds. In September 2008, AIG faced a "margin run" as
explained in Gorton (2008). Several counterparties requested additional collateral
from AIG for its credit default swap positions. These requests would have brought the
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firm down if the Fed had not injected additional funds. 
Such runs can lead to socially inefficient outcomes, since the agent withdrawing

his funds does not take into account that this causes negative externalities on others
who withdraw with a delay.

Network effects: counterparty credit risk – interconnectedness externality

Most financial institutions are lenders and borrowers at the same time. Modern finan-
cial architecture consists of an interwoven network of financial obligations. For exam-
ple, new credit derivatives like credit default swaps made financial institutions very
interconnected. One main problem with these instruments is that each financial
institution knows its own financial, but has only a vague idea what financial obliga-
tions its counterparties have. The obligations of its counterparties' counterparties are
even more difficult to estimate. Consequently, nobody has a good idea what effects
the default of a particular institution would have as it ripples through the financial
system. This lack of information significantly increases uncertainty and counterparty
credit risk. 

The problem is exacerbated because most of these credit derivatives are traded
over-the-counter. If all credit derivatives were traded via a clearing house, exposures
could be netted out and the clearing house would know the exposure of each finan-
cial player.

When signing a bilateral credit derivative contract, each individual institution does
not take into account that it introduces additional risk to its counterparties. Indeed,
the more interconnected a financial institution is, the more difficult it is for a regu-
lator to predict the repercussions of the bank's default on the financial system. This
makes it more likely that this institution will be bailed out by the government, which
involves a wealth transfer from tax payers to bank's debt and equity holders. Hence,
each institution has the perverse incentive to become as interconnected as possible in
the most opaque way. 

Endogeneity of liquidity – micro-prudent versus macro-prudent behavior

Finally, it is very important to note that liquidity is endogenous and that one bank's
micro-prudent behavior to cut back its funding to others hurts other banks and hence
might not be macro-prudent. This can most easily be seen in the following example,
depicted in Figure 2: if bank 1 sheds assets and cuts back on its lending to bank 2, it
shrinks its leverage ratio but worsens the balance sheet of bank 2. Consequently, bank
2 is forced to shed assets and cut back its lending to bank 3 and similarly bank 3 has
to cut its lending to bank 1. 

The argument resembles Keynes' paradox of thrift. Formally, many of the above-
described mechanisms can lead to multiple equilibria:  one with low funding liquid-
ity levels and one with high funding liquidity (e.g. in Brunnermeier and Pedersen,
2009). Once the economy falls into the low funding liquidity equilibrium, it is not
easy to return to the "good" equilibrium since it is difficult to coordinate all investors'
beliefs and ensure that trust and confidence return to the credit markets.3
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2) Crisis prevention

The mechanisms outlined above help to design a financial architecture that is less
prone to periodic financial crisis. Any regulatory intervention built on sound eco-
nomic principals is justified, if it (i) constrains distortionary effects due to monopoly
power, (ii) protects the essential needs of ordinary people when information is costly
to acquire (e.g. prevent fraud), or (iii) internalizes significant externalities. In this sec-
tion I outline some specific measures that internalize externalities and hence should
be reflected in a new financial architecture. This is in sharp contrast to the current
regulatory framework which does not focus on externalities and, ironically, even pro-
vides an incentive for financial institutions to become "too big to fail" and "too inter-
connected to fail," since the larger an institution, and the more interconnected it is,
the higher the probability that a financial institution will be bailed out in times of cri-
sis. For a more detailed discussion about policy measures I refer again to
Brunnermeier et al (2009). 

Macro-prudential regulation – focus on systemic risk contribution

During times of financial crisis, losses tend to spread across financial institutions,
threatening the financial system as a whole. Future regulation should provide incen-
tives for financial institutions to reduce risk concentrations that lead to contagion. It
is therefore imperative to focus on the risk spillovers (externalities) an institution cre-
ates or is correlated with, rather than the risk of an individual bank in isolation. A
financial institution's contribution to systemic risk can be large either if it (i) causes
financial difficulties at other institutions or if it is (ii) correlated with financial diffi-
culties among other financial institutions. New measures of systemic financial risk
need to be developed that ideally encompass both channels. 

This is in sharp contrast to existing regulation that focuses primarily on the risk of
an individual financial institution in isolation. The Basel II regulation is based on
Value at Risk (VaR), the most commonly used risk measure, which only captures an
individual's bank risk in isolation. Regulation based on VaR reduces likelihood of the
failure of an individual bank, irrespective of whether this bank causes, or is correlat-
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ed with, distress in other financial institutions. VaR may be useful for micro-pruden-
tial regulation whose main objective is investor protection (against fraud). However,
such measures are not effective measures against systemic risk.

One risk measure that focuses on the contribution of a financial institution to sys-
temic risk is CoVaR (as suggested in Adrian and Brunnermeier (2009)). The CoVaR of
an institution is defined as the Value-at-Risk (VaR) of the financial sector conditional
on this institution being in distress. The percentage difference between the usual VaR
and the CoVaR captures the degree to which a particular institution contributes (or is
correlated with) to the overall systemic risk. Such a systemic "co-risk measure" should 

a) determine financial institutions that should be subject to macro-prudential
regulation, and

b) affect the degree to which regulatory constraints bite.

In Brunnermeier et al. (2009) we propose to assign all financial institutions to one of
four categories:

Regulatory charges: capital charges, Pigovian taxes, compulsory insurance 

Financial institutions that are subject to macro-prudential regulation have to be con-
strained in their activities. Ideally, one would like to provide an incentive structure
that internalizes all externalities outlined in Section 1. The larger a financial institu-
tion's contribution to financial risk is the larger should be the capital charge, Pigovian
tax, or compulsory insurance premium. Each incentive scheme has its advantages
and disadvantages:

Caps: Current regulation focuses to a large extent on capital charges and hence lim-
its (caps) the extent to which banks can leverage up and extend their business activ-
ities. Absolute caps limit the total amount of leverage, but they might stifle competi-
tion among the banking sector.

Pigovian taxes: Pigovian taxes increase with a bank's CoVaR and other systemic co-
risk measures. The advantage of such a tax system is that it generates a revenue stream
for the government. This revenue stream compensates the tax payer for bailing out
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Table 1 Classification of financial institutions based on their systemic risk contribution

Institution Examples macro- micro-
prudential prudential

"individually systemic" Large and interconnected    yes yes
banks and insurance
companies that cause risk
spillovers

"systemic as part of a herd" Leveraged hedge funds,   yes no
whose correlated may
concern systemic risk

non-systemic large Pension funds and insurance  no yes
companies that are not highly
levered

"tinies" unlevered no no



the financial sector whenever a crisis occurs. Note that the government is the natural
insurance provider against systemic risk, since investors' flight to quality makes it
cheap for the government to issue debt in times of crisis. Also, unlike a capital charge
system, a Pigovian tax system does not hinder competition among banks, but might
be less effective in achieving a total maximum leverage ratio than capital require-
ments. 

Compulsory private insurance scheme: A well-designed private insurance scheme
whose insurance premium is based on a financial institution's contribution systemic
risk (as e.g. measured by its CoVaR and other inputs) would work similar to a Pigovian
tax. However, the regulators have to ensure that the insurance scheme is properly
administrated and a sufficiently large amount of capital is set aside and invested in
safe government bonds. 

Liquidity regulation

The reliance on short-term funding of long-term assets with potentially very low mar-
ket liquidity has been the main source of financial fragility. While current regulation
focuses primarily on the assets' quality, systemic risk has as much to do with how
assets are funded. If two institutions have the same asset, but one funds them with
long-term debt and the other by borrowing overnight from the money market, the
implications for systemic risk are substantially different. Consequently, any future
regulation, be it a capital charge, Pigovian tax, or private insurance scheme, should
provide an incentive for long-term funding in order to minimize the asset-liability
maturity mismatch. The rationale for this regulatory element is the fire-sale external-
ity outlined in Section 1: each individual institution chooses a socially excessive
maturity mismatch because it does not take into account the fact that it will be forced
to sell its assets at fire-sale prices if it is unable to roll over its short-term debt during
a crisis, and thus imposes a negative externality on others.

On top of a regulatory incentive, our Geneva report (Brunnermeier et al., 2009)
proposes a new accounting rule, mark-to-funding. It gives financial institutions an
additional incentive to reduce their asset-liability maturity mismatch. The idea of
mark-to-funding is that an investor who has secured the funding of say, a two-year
asset with six months debt, he should be allowed to value the assets with the expect-
ed price of the asset in six months time. An investor with funding secured for anoth-
er six months should not need to worry about price volatility within the next six
months. In contrast, an investor who holds the same asset, but relies on overnight
borrowing, should be forced to mark-to-market his position on a daily basis. We pro-
pose that banks be forced to publish two balance sheets: one mark-to-funding balance
sheet on which the regulatory charges are based on and one mark-to-market balance
sheet. The latter ensures that all positions are valued in a transparent way. We would
eliminate hold-to-maturity accounts and the vagaries associated with it, as assets are
shifted from the trading book to the loan book.

Countercyclicality

All regulation restrictions should be countercyclical, i.e. they should be most strin-
gent in times of credit booms. They have to counteract the margin/haircut spiral
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which causes higher leverage in times of booms and deleveraging in times of crisis. 
Furthermore, most financial crises are preceded by asset price and credit bubbles.

Financial regulation should be particularly vigilant for bubbles whose bursting might
adversely affect the financial intermediation sector. While the bursting of the tech-
nology bubble in the early 2000s caused a lot of localized disruptions, it bears no
comparison to the turmoil that the bursting of the credit and housing bubble has
caused. The big difference between them was that the technology bubble did not
severely damage the lending sector. It is important to determine whether a funding
and credit expansion at a time is sustainable or may be subject to sudden reversal,
with detrimental consequences for the economy. Variables regulators should be vigi-
lant about are credit growth, credit spreads, haircuts, margins, and loan-to-value
ratios. It is important that regulation leans against credit bubbles early. 

In Brunnermeier et al. (2009) we also propose a laddered response structure to
ensure a prompt and early intervention before things get out of hand. One of the first
steps is to freeze dividend payments for institutions that are in trouble. Furthermore,
an incentive structure has to be put in place that ensures that regulators are forceful
in implementing these policies and withstand lobbying efforts from banking indus-
try and politicians. 

3) Crisis management

History suggests that financial crises can be abated but never fully prevented. Once in
a crisis, crisis management comes to the forefront. The primary objective should be
to minimize the adverse impact on the real economy, i.e. secure efficient lending. In
a financial crisis, banks often do not have sufficient equity to engage in lending activ-
ities. In addition, it is often impossible for banks to raise additional private capital
without government support since

a) troubled financial institutions typically suffer from debt overhang problems, Myers
(1977). That is, investors refuse to inject additional equity, since it primarily
benefits existing debt holders rather than the new investors. This is especially
acute if the face value of debt exceeds the bank's asset value.

b) low equity levels make new debt funding very informationally sensitive (as
illustrated in Figure 2 above). Emerging asymmetric information problems
hinder an injection of new funds. 

As a consequence, crisis management typically necessitates some form of recapital-
ization or restructuring of the banking sector by the government. The recapitalization
of a leveraged sector such as banks can be done at the expense of (i) debt holders
and/or (ii) tax payers. This distinction is important as it involves large wealth trans-
fers. The goal is to eliminate financing frictions by reducing asymmetric information
problems. Any recapitalization at the expense of debt holders is limited by the fact
that one cannot wipe out short-term funding from the money market or demand
deposits since this would induce a run on the banks. Favoring short-term debt, how-
ever, might lead to long-run adverse effects, where banks fund themselves on a more
short-term basis, increasing their maturity mismatch. 
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In addition, successful policy should bring confidence and trust back to the mar-
ket place. Translated to economists' language, in a setting with multiple equilibria,
policy intervention should coordinate investors' beliefs such that the "good" equilib-
rium with an active lending market is reinstalled. 

Debt-equity swap provision

Swapping long-term debt for equity has the advantage that it recapitalizes the bank
at the expense of the debt holder and hence does not involve a large wealth transfer
from tax payers. Ideally in the future, law should contain a provision that allows
forced conversations in pre-specified circumstances, e.g. when it is in public interest.
More specifically, a debt-equity swap should only be invoked if the financial sector is
in a systemic crisis. Otherwise, there is the danger that this provision be abused and
inefficient banks, which should be liquidated, are rescued. Debt-equity swap provi-
sions for particular debt classes have the disadvantage that in the long-run investors
steer away from these types of debt funding and opt for more short-term debt fund-
ing, exacerbating the maturity mismatch problem.

Nationalization via prompt corrective action

An alternative way to let the debt holders participate in the recapitalization is to
induce a controlled bankruptcy through prompt corrective action that ultimately
leads to a forced merger of the troubled banks with a government entity. This is essen-
tially a nationalization of the bank, which ensures that (junior) debt holders pay their
part. Any nationalization should be followed by re-privatization of the good bank,
while "toxic" assets are held in a bad bank for a while.

Partial nationalization via public equity injection

This approach requires large sums of funds, and debt holders of banks with a debt-
overhang problem are the primary beneficiaries. As the government injects equity,
the value of the debt increases. Overall, this approach involves large wealth transfers
from tax payers to banks' debt and equity holders. Also, since the government takes
on a majority stake in banks, banks are subject to political pressure in their lending
decisions. It is questionable whether public equity injections necessarily reignites
lending, since remaining private equity holders will try to delever banks in order to
pay out the government as quickly as possible. 

Tender offer by government to buy debt at current market price

To avoid the tax payers subsidizing current debt holders, the government could try to
buy up the debt at the current market price. Importantly, to induce current debt hold-
ers to sell their bonds, the government has to commit to let the bank go bankrupt, if
it fails to buy the debt at the current price. If legally possible, this combined with a
subsequent equity infusion would be an efficient way to resolve the undercapitaliza-
tion problem. 
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Purchase of toxic asset bundles

The purchase of toxic assets leads to recapitalization of banks only if the government
pays an artificially high price. Like an equity injection, it involves a wealth transfer
from tax payers to bank's debt and equity holders. However, it provides less "bang for
the buck" than a $ x equity injection, since the banks receive $ x dollars in exchange
for toxic assets, which presumably still have some value. 

If the purchase involves public and private capital, then price discovery might help
to value these assets at reasonable prices. Importantly, these assets should only be sold
in big bundles (the whole portfolio of a bank) since otherwise banks have an incen-
tive to cherry pick and to sell off bad assets and keep good assets. Banks' cherry pick-
ing would lead to a lemons' problem and hence would rule out a private co-invest-
ment scheme. No private investors would participate. Compared to equity injections
such a scheme terminates automatically when the underlying assets mature. 

Guaranteeing a floor for asset bundles

To stimulate trading of assets, the government can guarantee a minimum price for
assets (for a limited amount of time). The hope is that by putting a floor on asset val-
ues, many of these assets would change hands and price discovery for toxic assets
would start. To avoid cherry picking and lemons problems, only portfolio of assets
should be guaranteed.

Non-recourse loans are one way to offer a floor on asset values. If the price of the
asset falls below its collateral value, the borrower of funds can simply give up its col-
lateral without being forced to repay his loan. Using non-recourse finances for newly
issued securities that are backed by new mortgages and loans can help to stimulate
lending to end users and seems to be an attractive option. 

Propping up house prices via mortgage subsidies

In addition to introducing refinancing schemes to minimize the number of home
foreclosures, the government can try to lower mortgage rates and thereby push up
house prices. This can be done by allowing the central bank to directly buy long-
dated securitized mortgage products or accept them as collateral for non-recourse
loans. However, there is the danger that artificially high house prices lead to other dis-
torting effects, especially in areas in which higher demand is met with additional con-
struction activity. 

There are numerous other schemes that are debated. It is ingenuity of our imagi-
nation combined with careful economic analysis that will help us overcome the cur-
rent financial crisis.
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Introduction

The Basel Committee on Banking Supervision (BCBS) approved in 2004 a reform,
known as Basel II, whose primary goal is "to arrive at significantly more risk-sensitive
capital requirements" (BCBS, 2006, paragraph 5). As a result of the increased risk-sen-
sitivity, a widespread concern about Basel II is that it might amplify business cycle
fluctuations, forcing banks to restrict their lending when the economy goes into
recession. Even in the old Basel I regime of essentially flat capital requirements, bank
capital regulation had the potential to be procyclical because bank profits may turn
negative during recessions, impairing banks' lending capacity.1 Under the internal rat-
ings-based (IRB) approach of Basel II, capital requirements are an increasing function
of the probability of default (PD) and the loss given default (LGD) estimated for each
borrower, and these parameters are likely to rise in downturns. So the concern about
Basel II is that the worsening of borrowers' creditworthiness in recessions will increase
the requirement of capital for banks and lead to a severe contraction in the supply of
credit.

Repullo and Suarez (2008) show that forward-looking banks have an incentive to
hold precautionary capital buffers (defined as capital in excess of the minimum
required by regulation), but that the buffers maintained in expansions are typically
insufficient to prevent a significant contraction in the supply of credit at the arrival
of a recession. They also show that Basel II leads to a substantial increase in the pro-
cyclicality induced by bank capital regulation, and that some simple cyclical adjust-
ments in the 99.9% confidence level (used to derive the Basel II capital requirements)
may significantly reduce its procyclical effects. 

The purpose of this paper is to analyze the leading alternative procedures that have
been proposed to mitigate the procyclical effects of the Basel II capital requirements.
The analysis is based on the results of the estimation of a logistic model of the one-
year-ahead probabilities of default (PDs) of Spanish firms during the period 1986-
2007 using data from the Credit Register of the Bank of Spain. 

The empirical model provides an estimate of the point-in-time (PIT) PDs of the
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loans in the portfolio of commercial and industrial loans of the Spanish banks, so we
can compute the corresponding Basel II capital requirements per unit of loans
(assuming an exogenous LGD). Thus we can estimate the credit risk profile of the
Spanish banks over the sample period using the metric of Basel II. 

We then consider the effect of different procedures to mitigate the cyclical behav-
ior of these requirements. According to Gordy and Howells (2006) there are two basic
alternatives: One can smooth the inputs of the Basel II formula, by using some sort
of through-the-cycle (TTC) adjustment in the PDs, or smooth the output by using
some adjustment of the Basel II final capital requirements computed from the PIT
PDs. Following the work of Saurina and Trucharte (2007) on mortgage portfolios, we
first construct TTC estimates of the PDs by setting the value of the macroeconomic
controls in the logit equation at their average level over the sample period, and then
compute the corresponding series of Basel II capital requirements per unit of loans.
Second, we analyze different adjustments to the PIT-based capital requirements using
macroeconomic variables, such as the rate of growth of the GDP, the rate of growth
of aggregate lending, or the return of the stock market. 

The comparison of the different procedures is based on the criterion of minimiz-
ing the root mean square deviations of each smooth series with respect to the trend
of the original series computed by applying the Hodrick-Prescott filter.

The results show that the best procedure is to use a simple multiplier of the Basel
II requirements that depends on the deviation of the rate of growth of the GDP with
respect to its long-run average. Specifically, the requirements would be increased in
expansions (or decreased in recessions) by 7.2% for each standard deviation in GDP
growth. 

Model of probabilities of default

Empirical model

In order to compute the cyclical profile of the Basel II capital requirements with real
data (if Basel II had been in place), we estimate a model of firms' defaults using the
information contained in the Spanish Credit Register. The dependent variable, yit+1,
is a dichotomous (zero-one) variable which takes value 1 if the firm i defaults in year
t+1, and 0 otherwise:2

Pr(yit+1 = 1) = F(β1RISKPROFILEit + β2LOANTYPEit + β3MACROVARt)

where F(×) is the cumulative standard logistic function. 
The explanatory variables (all dated in year t) include previous delinquencies and

defaults, utilization of credit lines, total borrowing (proxy for size), fraction that is
collateralized, maturity of exposures, age, number of banking relationships, and

Macroeconomic Stability and Financial Regulation: Key Issues for the G20  

106

2 A firm is considered to have defaulted if it is 90 days overdue, failing to meet its financial obligations on
a certain loan or if, with a high probability, it is considered unable to meet its debts. If a borrower has
several loans, failure to meet payments on any of them means that this borrower is in default. This def-
inition is similar to that established in Basel II (see BCBS, 2006, paragraph 452). 



changes in the firms' main lender. Additionally, macroeconomic controls, such as the
rate of growth of the GDP, the rate of growth of the commercial and industrial loans
in the Credit Register, and the return of the Spanish stock market index, and two sets
of industry and regional dummies are also included. 

Database and sample data

The database used in the estimation of the model of PDs is the Credit Register of the
Bank of Spain (CIR). This Register records monthly information on all credit opera-
tions granted by all credit institutions operating in Spain for a value higher than
�6,000.

Our paper focuses on commercial and industrial loans. The period covered goes
from 1984 to 2007, although for regression purposes it spans from 1986 to 2007. To
facilitate the estimation we have randomly selected a 10% sample of the population. 

Empirical results

Point-in-time PDs derived from the logit model are increasing in previous delinquen-
cies and defaults, utilization of credit lines, collateralization, number of banking rela-
tionships, and changes of main lender. On the other hand, PDs are decreasing in total
borrowing (proxy for size), and firm' age. The macroeconomic controls included in
the regression have negative signs, indicating that they proxy for the level of eco-
nomic activity which reduces PDs. All the variables are significant at the 99% confi-
dence level. An indication of the goodness of fit may be found in the signs (expected
ones) with which all variables enter the equation, and in the predictive power of the
regression model. 

Smoothing the Basel II capital requirements

Point-in-time (PIT) capital requirements

We first compute the PIT capital requirements for each firm using the Basel II formu-
la for corporate exposures (BCBS, 2006, paragraph 272) and the estimated PD for each
firm, and assuming an LGD of 45% (as in the foundation IRB) and a 1 year maturity.
Then we compute the aggregate PIT capital requirements per unit of loans for the
period 1986-2006. 

Figure 1 shows how PIT capital requirements would have evolved in Spain during
this period had Basel II been in place, together with the Spanish GDP growth rate.
Both series are highly negatively correlated, which suggests that GDP growth rates
may be useful to correct the cyclicality of bank capital requirements. 

The Hodrick-Prescott benchmark

To identify a trend of the Basel II capital requirements series we apply a Hodrick-
Prescott (HP) filter with a smoothing parameter λ = 100 (annual data). Figure 2 shows
the HP trend in dashed lines. The purpose of computing this trend is to provide a
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benchmark for the comparison of the alternatives procedures suggested in the litera-
ture to mitigate the cyclicality of the Basel II requirements. 

Adjusting the inputs of the Basel II formula: TTC ratings

The first procedure that we analyze is to smooth the PD input of the Basel II formu-
la by using through-the-cycle (TTC) PDs. In practical terms this is equivalent to use
TTC ratings (and its associated PDs) in the computation of the capital requirements.
Following the work of Saurina and Trucharte (2006) on mortgage portfolios, to obtain
these PDs we replace the current values of the macroeconomic controls (GDP growth,
credit growth, and stock market index growth) by their average over the sample peri-
od. Figure 3 shows the results. 
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Figure 1. Basel II capital requirements and the business cycle
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Figure 2. Basel II capital requirements and the Hodrick-Prescott trend



Adjustment of the output of the Basel II formula

The second procedure to smooth the Basel II capital requirements is to use a business
cycle multiplier of the form: 

∧
kt = µtkt

where kt is the original series and 
∧
kt is the smoothed series. A possible functional form

for the multiplier is:

where N(×) is the cumulative distribution function of a normal random variable, gt is
the growth rate of some indicator variable of the business cycle, �g is its average and
its standard deviation over the sample period. Note that with this functional form for
gt �

�g we have a unit multiplier µt = 2N(0) = 1. Also note that the multiplier ranges
between a maximum of 2 and a minimum of 0.

Two issues related to the proposed adjustment have to be addressed. First, what is
the variable that should be chosen to proxy for the business cycle? Second, how do
we choose parameter α? 

Consistent with the proposed HP benchmark, the criterion for the choice of α (for
each proxy for the business cycle) is to minimize the root mean square deviations
(RMSD) of the smoothed series with respect to the HP trend. 

Following this criterion the results are as follows: When the variable selected to
proxy for the business cycle is the GDP growth rate, α(GDP growth) = 0.086; if we use
the credit growth rate α(credit growth) = 0.066; and if we proxy the business cycle by
the rate of change of the stock market index, α(stock market) = 0.017. 

Figures 4, 5, and 6 show the adjustment of the capital requirements series for the
three selected proxies, together with the original series and its HP trend. The adjust-
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ment using the GDP multiplier is the best in terms of approaching the proposed
benchmark, whereas the stock market multiplier seems rather useless in smoothing
capital requirements. 

Alternatively, we could follow Gordy and Howells (2006) and use an autoregressive
filter to smooth the PIT capital requirements: 

where kt is the original series and 
∧
kt is the smoothed series. Again, the criterion for

choosing δ is to minimize the RMSD of the smoothed series with respect to the HP
trend. Using this criterion we get δ = 0.30. Figure 7 shows the autoregressive adjust-
ment of the capital requirements series, together with the original series and its HP
trend. 

What is the best procedure? Smooth the inputs of the Basel II formula using TTC
ratings? Or smooth the outputs through either a business cycle multiplier or an
autoregressive adjustment? In line with our previous discussion, the criterion that we
propose is to choose the procedure that minimizes the RMSD of each smooth series
with respect to the Hodrick-Prescott trend. 

The results are summarized in Table 1. The best approach is to smooth the output
using the GDP growth multiplier. TTC-based capital requirements and autoregressive
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Figure 7. Autoregressive adjustment the Basel II capital requirements

Table 1. Root mean square deviations (RMSD) from HP trend

RMSD (%)

TTC ratings 0.45
GDP growth multiplier (α = 0.086) 0.36
Credit growth multiplier (α = 0.066) 0.60
Stock market returns multiplier (α = 0.017) 0.75
Autoregressive adjustment (δ = 0.30) 0.48



adjustments of the capital requirements are second best alternatives, while the credit
growth multiplier and the stock market multiplier perform much worse.

Conclusion

This paper aims to contribute to the growing policy debate, initiated by Kashyap and
Stein (2004), on how risk-sensitive bank capital regulation may be adjusted to smooth
lending and business cycles. We propose a benchmark for comparing different proce-
dures suggested in the literature to mitigate the cyclicality of Basel II, and apply it to
the smoothing of the estimated capital requirements for commercial and industrial
loans in Spain over the period 1986-2006. 

The results show that the best procedure is to use a simple multiplier of the Basel
II requirements that depends on the deviation of the rate of growth of the GDP with
respect to its long-run average. Specifically, for gt =

�g + σg we have µt = 2N(0.086) ≅
0.072. Hence, according to our results for the portfolio of Spanish commercial and
industrial loans, the multiplier should be increased in expansions (or decreased in
recessions) by 7.2% for each standard deviation in GDP growth. 

The procedure presented in the paper could also be applied to expected losses,
which provides a rationale for a dynamic provisioning mechanism. Whether the
adjustment to cyclicality should be confined to capital requirements or could be
extended to loan loss provisions is a very interesting policy issue that is beyond the
scope of this paper.3
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1. Introduction

Credit derivatives have been made out as one of the main culprits of the current cri-
sis. This has led to calls for regulation of credit derivatives, and specifically of CDS
(credit default swaps). Currently, CDS are more or less unregulated. In the United
States, for example, they are neither considered an insurance contract (because the
protection buyer does not necessarily hold the underlying asset of the reference enti-
ty), nor a future (as was stipulated by the Commodity Futures Modernization Act of
2000), nor a security. This is now called into question. Regulatory suggestions range
from a complete ban of credit derivatives to doing nothing. Before one can decide on
what appropriate measures would look like, one has to understand what specific role
credit derivatives played in the recent crisis. 

We see three important aspects:

(1) The credit derivative market has allowed market participants to build up
enormous risk positions, which could be hidden from the eyes of regulators,
counterparties and even equity holders of the respective financial firms. 

(2) The great uncertainty about banks' positions in the credit derivative market
contributed to the disturbances in interbank markets.

(3) The CDS market contributed to the increase in "connectivity" of global
financial markets. The collapse of a major dealer could potentially lead to
severe domino effects, and � in an extreme scenario � to a complete unwinding
of the CDS market.

The default of Lehman Brothers is a case in point. The CDS market has taken center
stage in that episode, for two reasons. First, the outstanding volume of CDS contracts
with Lehman as reference entity was huge; at the time it was estimated to be around
$ 400 billion. Second, and more importantly, Lehman had issued large volumes of
CDS, which now became more or less worthless. The demise of Lehman triggered the
breakdown of the insurance giant AIG, who surmounted to the large margin calls
after the Lehman debacle and who had an exposure of $ 441 billion in credit deriva-
tives (out of which $ 58 billion referred to subprime securities).

What conclusions should policy makers draw from these events? In this paper, we
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will give a tentative answer to this question, trying to balance the benefits and dan-
gers of credit derivatives. We will discuss current policy proposals regarding the regu-
lation of credit derivative markets. One important question will be where regulatory
action is necessary, and what should be left to the markets.

Our study will proceed as follows: In the following section, we briefly describe the
functioning of credit derivatives, in particular of CDS, to set the stage for the follow-
ing analysis. In Section 3, we summarize the major arguments why credit derivatives
may be desirable from a welfare perspective. Section 4 presents some arguments why
regulation may be needed in credit derivative markets. In Section 5, we discuss sever-
al regulatory responses: a ban on credit default swaps, transparency, standardization,
the use of collateral, the creation of a central counterparty, and capital adequacy.
Section 6 summarizes our major conclusions.

2. Credit derivatives

Credit derivatives are used to separate the credit risk of an asset, such as a bond or a
loan, from its ownership. In this paper, we focus on credit derivatives in the narrow
sense of the word, i. e., excluding securitization. According to BBA (British Bankers'
Association, 2006), the two dominant forms of credit derivatives are single-name
credit default swaps (where the reference entity is one specific debtor) and index
trades (where the underlying is a CDS index). The largest share of single-name CDS is
based on reference entities from the corporate sector; CDS on other assets, such as
mortgage-backed securities, constitute only a small share of the market.2

In their simplest form, CDS are bilateral contracts where the protection seller
insures the protection buyer against the credit risk of the reference entity. For this
service, he receives a periodical payment. In case of a pre-specified credit event, the
buyer delivers the underlying to the seller in exchange for the notional value (physi-
cal settlement), or the seller pays the buyer the difference between the notional value
and the market value of the underlying (cash settlement). In this sense, credit deriv-
atives are similar to an insurance contract, the difference being that the protection
buyer does not necessarily own the underlying. According to BBA, only one third of
transactions are used for the purpose of managing credit risks. In line with this obser-
vation, the outstanding notional value of CDS is typically much larger than the
notional value of the underlying debt. Besides banks and insurance companies, hedge
funds are playing an increasing role in the credit derivative market.

Most credit derivatives are unfunded transactions, meaning that the protection sell-
er does not provide any upfront funding in a transaction (an exception are credit-
linked notes). However, there are often margin requirements attached to a CDS con-
tract, which depend on the credit standing of the protection seller. However, since the
protection can never be perfect, a significant counterparty risk remains in any CDS
transaction. 

Single-name CDS are highly customized and are traded over-the-counter (OTC).
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Therefore, transparency and liquidity are relatively low.3 In practice, exposures from
CDS are often hedged by entering offsetting transactions with another party, which
in turn hedges its exposure with yet another party. Moreover, the counterparty risk
from CDS is frequently hedged by another CDS. This leads to complicated chains of
linked exposures, where any party knows the direct counterparties, but not the par-
ties farther away in the chain. Hence, the actual location of risk is unknown to mar-
ket participants and regulators.4 Index products are more standardized and hence
more liquid. In 2006, the notional amount of outstanding index trades caught up
with single-name CDS (Bank for International Settlements, 2008b, p. 33).

However, the aggregate numbers on the credit derivative market are highly uncer-
tain (not to mention the exposures of single market participants). The ISDA
(International Swaps and Derivatives Association) reports the notional amount of
outstanding credit default swaps to be $ 54.6 trillion as of June 2008 (down from 62.2
in December 2007).5 These numbers do not, however, yield a correct picture of the
risks stemming from the CDS market. First, many market participants are holding off-
setting positions.6 Second, many contracts are subject to margin requirements. Exact
numbers on the extent of margin requirements are, however, not available. The
importance of both considerations became clear in the settlement of claims after the
Lehman default. Out of the total notional value of $ 72 billion in Lehman CDS
(which was much lower than the expected volume of $ 400 billion), only $ 5.2 bil-
lion are said to have actually changed hands in the settlement. Finally, the BIS has
argued that notional values are not informative about the actual risks. They propose
the use of gross market values, i. e., replacement values of CDS contracts, instead of
notional values (Bank for International Settlements, 2008c).

3. Why are credit derivatives desirable?

In the years before the subprime crisis, credit derivatives were welcomed by many aca-
demics and policy makers. The major argument was that credit derivatives can be
used to efficiently allocate risks in an economy. For example, a bank can buy credit pro-
tection in the form of a CDS to transfer credit risk to another party that can bear that
risk at a lower cost (for example, an insurance company). In effect, credit derivatives
complete markets, allowing agents to achieve an efficient allocation of risk that � in
the absence of state-contingent claims � could not be obtained otherwise (see Allen
and Gale, 2006).

In addition to being used to insure the credit risk of a large loan directly, credit
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derivatives can also be used to insure any kind of counterparty risk. If, for example, a
firm enters a contract with a third party, it can insure the default risk of this third
party using a CDS. The CDS would then be traded by a bank on behalf of the origi-
nal firm. Consequently, CDS can help to improve the efficiency in any market where
counterparty risk is an issue. 

Such risk transfers may increase systemic stability. Hellwig (1994) has argued that
banks may not be well suited to hold non-diversifiable (systematic) risk and that it
may be efficient to shift such risks to third parties (e. g., to their depositors). This
would make the bank invulnerable to macroeconomic shocks. If bank failures are
associated with large social costs, a situation where banks shed systematic risk may be
preferable.

Another benefit of credit risk transfer is its potential to improve the access to finance
for households and firms (Hakenes and Schnabel, 2008).7 If banks have limited risk-
bearing capacities, for example due to bankers' risk aversion (as in Morrison, 2005) or
high bankruptcy costs (as in Wagner and Marsh, 2006), a transfer of credit risk to a
third party allows banks to take on new risk, for example by granting additional
loans. Consequently, households and firms will benefit from a better availability of
credit, and possibly even lower loan rates. 

In addition to hedging, credit derivatives may be used for speculation purposes. For
example, market participants can sell or buy CDS to express their views on the cred-
it standing of a firm. The information on a firm's credit standing can be aggregated
in the market for credit derivatives. Consequently, the market for credit derivatives
may yield information on firms that complements (and is potentially even superior
to) the information provided by rating agencies.8 However, the aggregation of infor-
mation requires some degree of transparency in credit derivative markets.

4. Why is regulation necessary?

The current crisis has changed the view of many observers about the benefits of cred-
it risk transfer. Credit derivatives do not seem to have stabilized the financial system;
rather, they seem to have led to a propagation of the crisis from the United States to
the rest of the world. Instead of reducing systemic risk, they seem to have increased
it. While credit derivatives contributed to a larger availability of credit, many of the
additional loans maybe should not have been granted. And instead of providing use-
ful information, the opacity of CDS markets seems to have contributed to disruptions
in interbank markets. Therefore, let us now turn to the potential downsides of credit
derivatives. These downsides may then yield a rationale for the regulation of credit
derivatives. 

In identifying reasons for regulation, it is necessary to differentiate between an ex-
ante and an ex-post perspective. From an ex-post perspective, after the CDS has
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expired, either the buyer or the seller has lost money. If the underlying has default-
ed, the seller has lost and the buyer has won; if the underlying has not defaulted, the
opposite is true. Regulation cannot be justified by the fact that someone has been los-
ing money. From an ex-ante perspective, none of the parties was forced into the con-
tract. Hence, the CDS must have been considered beneficial by both parties at the
time of the conclusion of the contract (at least if both parties understood what they
were selling or buying). Consequently, the reason for regulation must always be some
externality problem, i.e., some negative impact of CDS on a third party. 

4.1. Systemic risk

Instead of reducing systemic risk, credit risk transfer seems to have contributed to a
rise in systemic risk. One problem is that risks were not shifted outside of the bank-
ing sector (as suggested by Hellwig, 1994), but a large share of it remained in the
banking sector. When several banks share their risks using CDS, each single bank
becomes safer. However, the banks also become more similar (Wagner, 2009). This
implies that the probability of the default of a single bank drops, but the joint prob-
ability of the default of several banks increases. The contemporaneous default of sev-
eral banks may entail large costs for the economy. Banks may even have an incentive
to deliberately increase systemic risk. By becoming part of a chain of credit derivatives
(like AIG), they may choose to become "too interconnected to fail" (Brunnermeier,
2008).

Another problem was that risk was not always shifted to the parties that were best
able to bear it, but to parties that were subject to laxer regulatory constraints. For
example, banks appear to have used credit derivatives in order to transfer credit risks
to (unregulated) hedge funds simply to avoid the regulatory capital requirement.9

This bypassing of prudential regulation is often referred to as regulatory arbitrage, and
is interpreted as shirking the legal framework. However, such arbitrage would not be
a problem if regulation were efficient. As was argued above, the transfer of risk to
other sectors may be desirable and regulators can design regulatory policies to insti-
gate desirable risk transfers. For example, the banking sector is typically considered to
be more fragile than the insurance sector. Hence, a regulator may want the insurance
sector to hold part of the risks originated within the banking sector (Wagner and
Marsh, 2006). In such a situation, the policy maker should encourage insurance com-
panies to sell CDS to banks. This can be achieved by smaller capital requirements for
insurance companies. Hence, the regulation of different financial sectors should take
into account that different institutions are exposed to different types of risk (Hellwig,
2008). However, if regulation is inefficient, regulatory arbitrage may induce risk trans-
fers that increase the fragility of the financial system (Allen and Gale, 2006). A case
in point is the observed risk-shifting to structured investment vehicles (SIVs). Given
that these SIVs were largely financed by short-term commercial paper, they were not
at all able to bear the risks from maturity transformation that they were facing
(Hellwig, 2008).

If risks are shifted to parties that are not able to bear them, the transferred risks
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may come back to the protection buyers in the form of counterparty risk. As has been
argued forcefully by Hellwig (1995, 1998, 2008), the risk to be insured tends to be
highly correlated with counterparty risk, making the insurance worthless when it is
needed most. This is exactly what we have seen in the current crisis. One important
question is how regulation can deal with this in a sensible way.

4.2. Moral hazard

Granting a loan is an implicit commitment to monitor the borrower. However, if cred-
it risk is easily transferable to a third party by buying a CDS, this commitment breaks
down (see Morrison, 2005). Given the opaqueness of CDS markets, the buying and
selling of credit risk is not observable. Credit risk is spread in the economy, and mon-
itoring incentives disappear.10 Potentially, a chain structure can emerge. Credit risk is
passed on from institution to institution, with no-one having any monitoring incen-
tives as long as credit risk can again be resold. Although banks will benefit from
reselling credit risk, there is a negative externality on the underlying firm and on
other creditors of the firm.

Credit risk transfer may also lead to a moral hazard problem in the origination of
loans. If credit risk can be transferred to other parties, banks may knowingly grant
loans with negative net present values. However, as was shown by Hakenes and
Schnabel (2008), this does not necessarily mean that the overall welfare effects of
credit risk transfer are negative. If the positive welfare effects, such as the increase in
profitable loans, are large enough, overall welfare effects may also be positive.

In the current crisis, moral hazard in the origination of loans, especially in sub-
prime mortgages, seems to have played an important role (Hellwig, 2008). However,
only a relatively small part of the securities underlying CDS refers to subprime mort-
gages. Therefore, these types of arguments seem to have less relevance for the CDS
market than, e.g., for the question of securitization.

4.3. Excessive risk-taking

Credit derivatives lend themselves particularly well to excessive risk-taking due to
their specific return structure. They earn a small positive return with a high proba-
bility, and entail huge losses with a low probability. Given limited liability, such a
return structure is attractive because it generates reliable income streams most of the
time. In fact, banks and other financial institutions have generated huge incomes by
writing CDS. The highly unlikely event of huge losses is not taken into account
because the losses can be shifted to other parties (such as creditors, the deposit insur-
ance, or the tax payer). Problems in the governance structure of financial institutions
(for example, due to compensation schemes that lead to "short-termism" of traders
and bank managers) may exacerbate the problem of excessive risk-taking. For exam-
ple, traders may excessively sell CDS to raise their bonuses. Given the opacity of cred-
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it derivative markets, such risk-taking was controlled neither by "market discipline,"
nor by the regulator. We are now experiencing the tail event that was deemed to be
highly unlikely. The question is how future regulation can best contain risk-taking in
credit derivatives.

5. Regulatory measures

We will now discuss the regulatory measures that have been discussed most promi-
nently in the recent past concerning the regulation of credit derivative markets: a ban
on credit default swaps, transparency, standardization, the use of collateral, the cre-
ation of a central counterparty, and capital adequacy.

5.1. Ban on credit default swaps

The most drastic regulatory measure would be a complete ban on credit default
swaps. Given the arguments in favor of credit derivatives presented in Section 3 of
this paper, a complete ban of credit derivatives is in our view undesirable. A some-
what milder proposal is a ban on "naked" CDS trading, i.e., on the buying of a CDS
when one does not own the underlying asset.11 The risk position of a (naked) CDS
buyer is the same as that of a short seller of the underlying bond. Therefore, the CDS
buyer benefits from the bond going into default. This may lead to undesirable incen-
tive effects. In fact, CDS allow investors to short a company's debt without any restric-
tion.12 As a consequence, CDS may be prohibited for the same reasons as the short
sales of stocks, which have been banned in a number of countries since fall 2008.

In fact, such a prohibition would be almost tantamount to a complete ban on CDS
because the current volume of CDS outstanding largely exceeds the volume of the
underlying bonds. It would limit the purpose of CDS to hedging and would prohibit
speculation. However, as argued above, speculation may yield useful information on
the underlying reference entities. Furthermore, the CDS market appears to have func-
tioned more smoothly than other markets during the crisis. In any case, it is hard to
argue for a permanent ban on CDS on these grounds, just as the permanent prohibi-
tion on short sales of stocks is generally not considered to be desirable. 

Nevertheless, the market seems to have produced some instruments with unclear
benefits. In particular, these are instruments that involve several layers of securitiza-
tion, such as CDS on asset-backed securities. Since the usefulness of such instruments
is doubtful, their prohibition may well be justified.13 Apart from this, it seems that an
improvement of the infrastructure of CDS markets is preferable to a complete (or de-
facto) ban on credit derivatives.
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5.2. Transparency

The enhancement of transparency is at the core of many proposals regarding the
improvement of the infrastructure of credit derivative markets. Indeed, a lack of
transparency over exposures in CDS markets contributed to the crisis in several ways:
First, it made it difficult for market participants to judge the risk of other market play-
ers. This means that risk-taking could not be controlled by market discipline. Second,
it was one of the reasons for the drying-up of liquidity in interbank markets, which
played an important role in the propagation of the crisis.14 Third, it made it impossi-
ble for regulators to discover and hence prevent the build-up of risk concentrations. 

In discussing transparency, it is important to distinguish between the disclosure of
information to the regulator and the disclosure of information to market participants.
Regarding the first point, it seems obvious that the regulators need more detailed
information about the individual risk positions of banks in order to be able to recog-
nize and control risk concentrations. In order to judge the true risks from CDS, regu-
lators have to be regularly informed about financial institutions' exposures split up by
counterparties and maturities, including information about margin requirements.
However, it has to be recognized that such reporting requirements capture only the
risks from instruments that are already known to be a threat to systemic stability.
Typically, reporting requirements (such as any other regulation) will lag behind the
process of financial innovation. Also, reporting requirements will never be able to
fully uncover the chain of linked exposures in credit derivative markets.

Another question is to what extent information should be disclosed to other mar-
ket participants. Market discipline can only work when "the market" can observe the
risk-taking of market participants. In fact, the moral hazard problems described in
Section 4.2 are due to the opacity of credit derivative markets, which prevents banks
from committing to the monitoring of loans (Morrison, 2005) or to the granting of
profitable loans (Hakenes and Schnabel, 2008). Increased transparency would help to
solve moral hazard problems. Voluntary transparency initiatives by the industry, such
as that by the Depository Trust & Clearing Corporation (DTCC) to publish more
information about CDS cleared through their platform are to be welcomed.15

However, they are insufficient because they do not contain any information about
individual exposures. The regulators may consider requiring market participants to
disclose "large" exposures in the CDS market to the public (where "large" would have
to be defined). Of course, this would still give an incomplete picture of the actual risks
because, again, it does not take into account the interconnectedness of different mar-
ket players.

Another way to increase transparency would be the forced compression (or tear-up)
of outstanding CDS contracts. This refers to the bilateral or multilateral termination
of CDS contracts by discovering and removing offsetting positions. While the com-
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pression leaves the net exposures unchanged, it reduces gross exposures, and there-
fore increases the information content of aggregate notional amounts outstanding.

There is another dimension of transparency that should be taken into account.
Transparency requires not only that more information is provided, but it also requires
that the provided information is understood. This concerns especially the conditions
and terms of CDS contracts, which can be highly complicated. This leads us directly
to the next regulatory measure, namely the standardization of contracts.

5.3. Standardization

Current OTC markets are attractive because they allow market participants to tailor
CDS contracts to their specific needs. For example, a CDS contract can be arranged
such that it allows a bank to perfectly hedge the risk from a loan in its books. Any
standardization entails a loss of flexibility and a lower correspondence between risks
to be insured and the insurance contracts. Nevertheless, there are a number of argu-
ments in favor of more standardization.

One is related to the previous point � it increases transparency. In order to judge
the risk from a CDS contract, the contract's conditions, such as the level of margin
requirements, have to be known and understood. This could be facilitated by stan-
dardization. Another argument is higher liquidity. A functioning secondary market
would improve the efficiency of price formation, reduce the possibilities of price
manipulation, and make the practice of offsetting trades, which adds to the low trans-
parency of the market, unnecessary. Finally, standardization reduces legal disputes.
This concerns, for example, the definition of credit events triggering payments. 

The benefits of standardization have already been recognized by the industry. In
particular, many contracts are now concluded under an ISDA master agreement,
which contains general terms and conditions for OTC derivative contracts. This mas-
ter agreement is typically complemented by a confirmation, which contains the
details specific to a given contract. The confirmation again draws on a number of def-
initions pre-specified by ISDA. 

Given the movement towards the creation of a central counterparty (which will be
the topic of a later section), the trend towards a standardization of contracts is likely
to continue in future years. Whether at least part of the CDS market is going to end
up being traded in organized exchanges is an open question. Given the industry's
interest in promoting a further standardization, regulatory action seems unnecessary
in this area. 

5.4. Use of collateral

The use of collateral is one way to mitigate counterparty risk. In fact, margin require-
ments seem to play an important role in CDS markets (even though information is
sparse). According to the ISDA Margin Survey of 2007, 63 percent of all over-the-
counter derivatives transactions are subject to collateral agreements. The according
number for credit derivatives is unknown. Margin adjustments have become much
more frequent than in earlier years. Today, margin requirements are typically calcu-
lated on a daily basis. 

Margin requirements are generally useful in reducing counterparty risk. With large
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parts of the collateral consisting of cash, the volatility of the value of collateral has
become a minor issue.

However, margin requirements give rise to new risks, the most important being
funding liquidity risk.16 When counterparties are required to post additional collateral
at short notice, this can lead to severe liquidity problems. The problem is even rein-
forced when margin requirements are linked to credit ratings, implying huge margin
calls in the case of a credit rating downgrade. The case of AIG is the best example for
the destructive effect that such margin calls can have, especially in times of market
distress.17 Brunnermeier and Pederson (2009) have shown that in times of crisis, mar-
ket liquidity and funding liquidity are mutually reinforcing and may lead to a "liq-
uidity spiral."18 This spiral forces traders to de-lever during crises, exerting a procycli-
cal effect. In this sense, margins can be destabilizing and may precipitate the crisis
that they are supposed to prevent. 

The underlying mechanism is, however, by no means specific to modern financial
instruments. Schnabel and Shin (2004) have documented very similar effects in a cri-
sis in Northern Europe as early as 1763. At that time, banks were merchant bankers
and traded in grain and sugar. The banks in different countries were connected
through chains of bills of exchange. When one prominent banker failed and could
not pay his bills, the whole chain of bills unraveled and bankers were forced to sell
their assets (such as grain and sugar). Asset prices dropped sharply, exerting pressure
on other bankers. This example makes clear that such liquidity spirals are not at all
specific to modern credit derivative markets.

The close relationship between funding and market liquidity risk, on the one hand,
and between liquidity risk and credit risk, on the other, point to the important role
of liquidity for systemic stability. The strong focus on capital requirements in today's
banking regulation may have to be given up in favor of a broader approach that
encompasses liquidity as a major determinant of the soundness of financial systems.
The proposals of the Working Group of Liquidity, established by the Basel Committee
on Banking Supervision, are a first step in this direction (Bank for International
Settlements, 2008a).

5.5. Creation of a central counterparty

The threat of counterparty risk in the CDS market can also be tackled by the estab-
lishment of a central counterparty (CCP) in the form of a clearing house.19 The basic
idea is that the counterparty in any transaction cleared by the CCP would not be
another market participant, but the CCP itself. The key advantage of such a CCP is
the possibility of multilateral netting of credit exposures, which reduces counterparty
risk by reducing members' credit exposure. Also, the members would have to deal
with only one counterparty that would enjoy a large degree of creditworthiness due
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to the backing from all of its members. The creation of a CCP would at the same time
reduce the degree of connectivity in the system. The danger of domino effects vanish-
es as long as the CCP remains solvent and liquid. At the same time, this would
increase transparency because it would break the chain of exposures in favor of direct
exposures to the CCP. Moreover, all procedures and legal provisions could be stan-
dardized, which would reduce legal risk. Finally, the CCP could develop efficient pro-
cedures, for example in case of a member's default, reducing operational risk.

However, the creation of a CCP means that counterparty risk is now concentrated in
a single agent, the clearing house. Therefore, the CCP needs a strong risk manage-
ment, a solid financial backing, and close supervision by regulatory authorities. Strict
membership criteria and margin requirements play an important role in ensuring the
credibility of the CCP. A sufficient capitalization by its members is needed to be able
to absorb the losses deriving from a member's default. In addition, the participation
in other members' losses helps to maintain the members' interest in enforcing tight
risk controls. However, the CCP may need an additional public backing, such as a gov-
ernment guarantee, in order to be considered fully creditworthy. The costs in terms
of increased moral hazard would be moderate because the CCP would in any case be
subject to an implicit government guarantee: Given its size and systemic importance, it
would clearly be considered to be "too important to fail." As a consequence, strict reg-
ulation is needed to ensure that market participants do not shift risks to the clearing
house and from there to the tax payer.

In CDS markets, there are some additional obstacles in the establishment of a CCP
related to the OTC nature of many CDS. Given the lower liquidity of these instru-
ments, their valuation is much more difficult. This affects the determination of mar-
gin requirements, but especially the handling of a default of a member. This problem
can best be solved by requiring a minimum degree of standardization and by exclud-
ing highly complex products from the CCP. Moreover, default procedures have to be
adjusted to take into account the instruments' illiquidity.

The creation of a CCP is already well under way and should be left to the markets.20

The government should intervene only in the regulation and supervision of CCPs.
Given that members will probably need less capital to back up the CCP than they
would need individually as a safeguard against potential losses, there should be suffi-
cient incentives for banks and other financial institutions to become members of the
clearing house. If not, one may consider regulatory incentives. For example, credit
risk mitigation using instruments cleared by the CCP may receive a favorable treat-
ment in the capital regulation framework. 

The markets will also decide how many clearing houses will be needed. Some argu-
ments such as the centralization of collateral seem to support the convergence
towards a low number of clearing houses. It is likely that important economic areas,
such as the EU, are going to establish their own clearing houses. One important issue
will be the harmonization of regulations across different jurisdictions.
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5.6. Capital adequacy

The final question is what role capital adequacy rules can play in the regulation of
credit derivative markets. One aspect that has been discussed at length in recent years
is the extent to which credit risk mitigation techniques should be taken into account
in the calculation of capital requirements. Under the new Basel Accord ("Basel II"), a
substitution approach is generally applied to credit derivatives, such as CDS, implying
that the protected exposure is assigned the risk weight of the protection provider. This
means that the capital charge cannot be lower than a direct exposure to the protec-
tion provider. However, a bank using the internal ratings-based (IRB) approach has �
under a number of restrictions � the option to choose the double default framework.
This approach allows for a broader consideration of credit mitigation effects because
it takes into account that a default occurs only if both the original debtor and the pro-
tection seller default. The reliability of this approach, however, crucially hinges on
the determination of correlations between the risk to be insured and the counterpar-
ty risk. Even if these correlation parameters are set at a high level by the regulators,
they may prove to be too low when a severe crisis arrives and correlations suddenly
become exceptionally high. One may question whether the double default approach
adequately takes into account the high correlation of risks in times of crisis.

This leads to the more general criticism of the current approach to banking regu-
lation. It still largely focuses on the solvency of individual financial institutions and
is not able to capture correlations among financial institutions adequately. While
there is now a consensus that regulation should follow a macro-prudential approach,
proposals of how this can be done have appeared only recently. A promising route is
the suggestion by Adrian and Brunnermeier (2008) to measure an institution's risk
not only by the conventional value at risk (VaR), but also by a measure called CoVaR,
defined as the VaR of a financial institution conditional on other institutions being
in distress. Importantly, this measure is able to quantify the tail-risk dependency
among financial institutions. This implies that a financial institution subject to sub-
stantial spillovers from other institutions would be required to hold more capital than
an institution that is not subject to such spillovers. Importantly, this reduces banks'
incentives to choose strategies increasing their CoVaR in the first place. Therefore,
such an approach may be able to prevent an accumulation of risks, as the one seen
in the CDS market in recent years.

6. Conclusion

Our major conclusions are summarized in the following bullet points:

� In spite of the disruptions observed after the Lehman default, it seems far-
fetched to blame credit derivatives for the crisis as a whole. They rather seem to
have played an accelerating role. Many of the problems, such as the relationship
between funding and market liquidity, are much more general and are not
specific to credit derivative markets. These problems should not be solved by
measures directed to specific instruments.

� Therefore, we would like to stress some general lessons for regulation that are not
specific to the credit derivative markets:
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1. Financial regulation should give up its strong focus on capital adequacy in
favor of a broader approach that encompasses liquidity as a major determinant
of the soundness of financial systems.

2. Current capital regulation has to be complemented by a systemic, macro-
prudential perspective. The proposal by Adrian and Brunnermeier (2008) is an
important step in this direction.

3. Sector-specific regulation should take into account that different types of
financial institutions are exposed to different types of risks. A
homogenization of regulation (as envisaged, for example, by Solvency II in
the insurance sector) is not desirable.

� Moreover, there are a number of specific suggestions that are directly related to
credit derivative markets:

1. The creation of central counterparties has the potential to mitigate the problem
of counterparty risk and at the same time increase transparency in credit
derivative markets. However, their success will depend crucially on the CCP's
creditworthiness, the basis of which is a strong risk management and a solid
financial backing. An additional government guarantee may be unavoidable
to ensure the creditworthiness of the CCP. This, in turn, requires strict
regulation in order to combat moral hazard problems.

2. Regarding transparency, there is little doubt that financial institutions should
be subjected to stricter reporting requirements about credit derivatives
towards the regulators. Additionally, regulators may consider requiring
market participants to disclose large exposures to the public. In any case,
reporting requirements are likely to lag behind the process of financial
innovation.

3. Other improvements of the infrastructure of credit derivative markets, such
as the further standardization of contracts and the decision to move credit
derivatives to organized exchanges, should be left to the market. In particular,
some scope for market participants to employ customized contracts and to
experiment with novel types of instruments should remain.

� Finally, any regulation should consider that credit derivatives serve a number of
useful purposes in an economy. A complete or de-facto ban on credit derivatives
is therefore undesirable. Regulation should interfere only if there is a clear
indication of a market failure. Moreover, it is well known that any regulation is
bound to produce evasive behavior by market participants and may therefore
prove to be ineffective or even counterproductive. Finally, regulation should
leave some scope for financial innovation. Although there is always political
pressure to respond to crises by enforcing stricter regulation, more regulation
does not necessarily lead to higher financial stability.
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1. Introduction

As the ongoing financial turmoil originated in the market for subprime mortgage-
backed securities, much attention is currently directed at the flaws of the securitiza-
tion process and particularly at the failures of the rating agencies (CRAs), which
played a key role in this process (see for instance the Financial Stability Forum Report,
2008, and International Monetary Fund, 2008). Two issues fare prominently in this
respect. 

First, since 2007 even very highly-rated structured debt products have performed
very poorly: the value of AAA-rated mortgage-backed securities (as measured by the
corresponding credit default swaps prices) has fallen by 70 percent between January
2007 and December 2008. This suggests that their initial ratings greatly understated
the risk of structured debt securities. Such "ratings inflation" is central to the under-
standing of the crisis: insofar as many investors naively based their investment in
these securities mainly or solely on inflated credit ratings, these led to a massive mis-
pricing of risk, whose correction later detonated the crisis.1

Second, in the process of securitization and rating much detailed information
about the risk characteristics of the underlying assets has been lost. Given the way
they are designed, ratings provide very coarse and limited information about these
characteristics. This information loss is particularly serious in view of the hetero-
geneity of the collateral and the great complexity of the design of structured debt
securities. Now that a scenario of widespread default has materialized, this detailed
information would have been essential to identify the "toxic assets" in the maze of
existing structured debt securities, and to price them correctly. Absent such informa-
tion, structured debt securities find no buyers, and their market is frozen. So the infor-
mation loss involved in the process of securitization and rating is largely at the source
of the illiquidity that plagues securities markets since the crisis broke out. 
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In this paper, we draw on existing research to assess the likely causes for these two
failures of rating agencies in the securitization process - ratings inflation and their
coarseness - and review the policies that may be adopted to correct or mitigate them
in the future. 

The most obvious motive for the inflation of credit ratings is an incentive problem:
CRAs are paid by issuers, so that their interest is more aligned with that of securities'
issuers than with that of investors. In this respect, CRAs are not unique: a similar con-
flict of interest also exists for other "financial gatekeepers", such as auditing compa-
nies, but as we shall see regulation has been much more lenient with credit rating
agencies. Moreover, in the case of ratings the problem is exacerbated by the possibil-
ity for issuers to engage in "rating shopping", by soliciting only the most favourable
rating among those potentially available from a set of competing agencies. 

The reason for disseminating only coarse information when issuing structured debt
securities is less obvious, since one would expect the provision of detailed public
information to reduce the rents of informed traders, and thereby to enhance second-
ary market liquidity. This should in turn increase the issue price of the securities, lead-
ing issuers to ask CRAs to provide the most detailed assessment of the risk character-
istics of their issues, or else complement their ratings with any additional data neces-
sary for such assessment. But arguably issuers saw an even larger benefit in providing
relatively coarse information: that of expanding the primary market of structured
debt securities, by making them palatable also to investors who could not easily
process complex information. By providing little information to all, they levelled the
playing field so that unsophisticated could buy these securities without losing money
to sophisticated ones, and thereby attracted the former into their primary market.
Indeed, issuers and rating agencies grasped the counterintuitive principle that, to
market very complex securities to a clientele that includes relatively unsophisticated
investors, less rather than more disclosure enhances market size and liquidity.
However the current crisis shows that the implied information loss can have dire con-
sequences for market liquidity further down the road, if and when the neglected
information becomes price relevant.

Moreover, the coarseness of ratings may reinforce the tendency to inflate them, as
it expands the room for collusion between issuer and rating agency, and therefore the
conflict of interest with investors. As we shall see, if ratings are set on a discrete scale,
complacent rating agencies can suggest to issuers how to structure their securities or
their tranches so that they can just attain a given rating. Therefore, in each rating
class a disproportionate number of issues or tranches will feature a risk corresponding
to the low end of that class. This enhances ratings inflation in comparison to a situ-
ation where ratings are set on a finer grid.

What can policy makers do to improve things for the future? We argue that the pre-
ferred policy would require a drastic change in regulation - not just in specific rules but
in their guiding principles as well. First, since both of the problems discussed above
arise from the conflict of interest between rating agencies and investors, it is of
essence to eliminate (or at least reduce) this conflict by addressing the issue of "who
pays". If rating agencies are tempted to please issuers by inflating their credit ratings
and/or by choosing excessively coarse ratings, then the most appropriate solution is
to have investors - not issuers - pay for their services, as indeed was the case before
the 1970s. But switching from the "issuer pays" to the "investors pay" model may be
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difficult to implement in practice in a situation where delegation by banking and
securities regulations has conferred a tremendous power to a select group of rating
agencies over issuers. Therefore, it will be essential to prevent indirect payments by
issuers to credit rating agencies in the form of the purchase of consulting or pre-rat-
ing services. A more direct (and consequential) way to deal with the problem would
be to eliminate the many regulations that delegate powers to rating agencies: once
the rents that these regulations confer to these agencies are gone, issuers will have less
of an incentive to circumvent the "investors pay" principle. 

Second, in order to attain greater disclosure the issuers should make publicly avail-
able the complete (anonymous) data about the pool of loans (or bonds) underlying
their structured finance products, so that buy-side investors may feed them into their
own models to assess their risk characteristics. Clearly, few buy-side investors would
have the technical skills to do this. Hence, the market for securitized products will be
considerably smaller, since less sophisticated investors will tend to stay away from it.
However, this problem is likely to be partially and gradually relieved by the entry of
specialized information processors, who will supply financial advice to investors and
provide healthy competition to CRAs. This highlights an additional reason to revoke
the current regulatory delegation to a select group of CRA, as in this setting there is
no guarantee that these will be come to be regarded by investors as the most reliable
ones, or will survive the competitive challenge mounted by other information proces-
sors. 

Such sweeping changes will meet not only the opposition of credit rating agencies,
but also that of regulators due their considerable transitional costs. Therefore, policy
makers may also want to consider a second-best policy, which tries to address the
above-discussed problems without overhauling the current setup. Specifically, they
may retain the "issuer pays" model but constrain the way in which agencies contract
with issuers and are paid by them: issuers should pay an upfront fee irrespective of
the rating issued (the so-called "Cuomo plan," named after NY Attorney General
Andrew Cuomo) and credit shopping should be banned. Similarly, regulators could
enhance transparency not by forcing issuers to grant open and free access to all rele-
vant data, but by determining the information that they must disseminate to the
investing public, and therefore mandating a more complete format for the informa-
tion to be disseminated by CRAs. 

These more limited reforms may still be consistent with the current regulatory del-
egation of vast powers to a select group of rating agencies. But their effectiveness in
addressing the failures of credit agencies exposed by the current crisis is likely to be
quite limited. First, even if issuers must pay an upfront fee and cannot engage in
explicit rating shopping, implicit collusion may still be sustainable: issuers may sys-
tematically patronize the agency that offers them the best ratings, which they can
identify by comparing the models that the agencies use to rate securities.

Second, prescribing which pieces of information and which statistics CRAs should
disseminate would shift the burden of identifying such information on the regulator,
which can be very costly in the presence of very diverse financial products. It may
also expose such detailed regulation to the danger of failing to keep pace with finan-
cial innovation, especially in the design of structured debt securities, some of which
may even be induced by regulation itself. Finally, it would induce many naïve
investors to persist in the bad habits of the past, that is, that of forgoing an inde-

131

Credit Ratings Failures: Causes and Policy Options



pendent evaluation of the risk characteristics of these securities (by turning to addi-
tional data sources or other information processors) once a CRA has provided the
information required by regulators. 

In contrast, an open-access, non-prescriptive approach by regulators would shift
on issuers and investors the burden of determining the pieces of information that are
most relevant to evaluate the risk of each security, and would not run the risk of obso-
lescence. It would also reduce, instead of further increasing, the tangle of regulations
in this area. This is an instance in which less regulation might also be safer and bet-
ter regulation, in contrast to what is currently suggested by many. 

2. Securitization process and rating agencies

Asset-backed securities have been around for decades. However, since 2001 we have
witnessed a spectacular growth in two new types of structured debt products: sub-
prime MBS or Mortgage Backed Securities, and CDOs or Collateralized Debt
Obligations. Subprime MBS are backed by pools of mortgage loans that do not con-
form with the standards set by Fannie Mae and Freddie Mac because of low FICO
score, poor credit history or limited documentation. CDOs are backed by pools of cor-
porate bonds and other fixed income assets, or by portfolios of tranches from MBS
and other CDOs. As shown in Table 1, between 2001 and 2006 the combined issuance
of subprime MBS and CDOs grew ten times, from $100 billion to more than $1 tril-
lion.

This remarkable growth in the market for asset-backed securities would have been
impossible without the help of CRAs. The reason is simple: for this market to succeed,
it needed to attract the large pool of institutional investors that are subject to rating-
based constraints. In other words, the market for subprime MBS and CDOs needed be
a "rated" market, in which the risk of tranches was assessed by CRAs using the same
scale as bonds. In that way, the rating provided access to a pool of potential buyers,
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Table 1 Issuance of Mortgage Backed Securities and CDOs over time

Total Mortgage Subprime Origination Subprime MBS CDO
Origination Issuance

($bn) ($bn) (% of total ($bn) (% of subprime ($bn)
mortgages) mortgages)

2001 2,215 190 8.6% 95 50.0% 6
2002 2,885 231 8.0% 121 52.4% 36
2003 3,945 335 8.5% 202 60.3% 30
2004 2,920 540 18.5% 401 74.3% 157
2005 3,120 625 20.0% 507 81.1% 272
2006 2,980 600 20.1% 483 80.5% 552
2007Q1 680 93 13.7% 52 55.9% 186
2007Q2 730 56 7.7% 30 53.6% 176
2007Q3 570 28 4.9% 16 57.1% 93

Source: Gorton (2008), Inside Mortgage Finance, Securities Industry and Financial Markets Association, and
Creditflux. 



who would have otherwise perceived these securities as very complex and would have
possibly shied away from them. Interestingly, rating agencies were very explicit in
reassuring investors that the rating of structured securities was directly comparable
with the rating of bonds. "Our ratings represent a uniform measure of credit quality
globally and across all types of debt instruments. In other words, an 'AAA' rated cor-
porate bond should exhibit the same degree of credit quality as an 'AAA' rated secu-
ritized issue" (S&P 2007, p. 4).

This led to a massive repackaging of risks into a vast quantity of newly issued AAA-
rated securities: according to Fitch (2007), 60 percent of all global structured products
were AAA-rated, in contrast to less than 1 percent of the corporate issues. The rating
agencies benefited a lot from the growth of structured products. By 2006, 44 percent
of Moody's reported revenue came from rating structured finance products, with
respect to 32 percent of revenues from the traditional business of rating of corporate
bonds (Coval et al., 2008). In this way the issuers of structured products and the rat-
ing agencies became very much dependent on each other, until the collapse in the
late 2007.

The extent of the crisis in the market for asset-backed securities can be best appre-
ciated by looking at the dynamics of the ABX price indexes reported in Figure 1. ABX
indexes provide an indicative measure of the value of MBS, as they are based on the
price of credit default swaps offering protection against the default of baskets of sub-
prime MBS of different ratings. In other words, a decline in the ABX index indicates
an increase in the cost of insuring a basket of mortgages of a certain rating against
default. It is clear from the graph that the crisis was first felt in March 2007 by the
BBB-rated MBS. A few months later, in June 2007, all tranches (even the AAA-rated
securities) experienced a substantial drop in value, as UBS shut down its internal
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Figure 1 Value of MBS securities as implied by the ABX indexes 

Notes: Each ABX index is based on a basket of 20 credit default swaps, which offer protection against the
default of asset-backed securities containing subprime mortgages of different ratings. The index is set at 100
on 1 January 2007 for all ratings. Source: Brunnermeier (2008).



hedge fund, Dillon Read, after suffering about $125 million of subprime-related loss-
es. As the crisis worsened, the indexes never recovered and kept declining across all
ratings. 

To understand the way in which securitization works and could be reformed, it is
best considering a real example of a subprime MBS. The special-purpose vehicle
shown in Table 2 is called GSAMP-Trust 2006-NC2 and owns 3,949 subprime loans
for an aggregate principal of $881 million. The originator of the underlying loans is
New Capital Financial, at the time the second largest subprime lender in the US, orig-
inating $51.6 billion in mortgage loans in 2006. It later filed for bankruptcy on 2
April 2007. The arranger of the deal is Goldman Sachs who bought the portfolio from
the originator and sold it to a SPV named GSAMP-Trust 2006-NC2. The SPV funded
the purchase of this loan through the issue of asset-backed securities (listed in Table
2). It is interesting to notice that the first 5 tranches representing almost 80% of the
total were AAA rated. All but tranche X (the riskiest one) were rated and sold to the
public. The sale to the public required the publication of a prospectus, which is a doc-
ument of 555 pages deposited at the Securities and Exchange Commission (SEC) on
31 March 2006. 

Prospectuses contain several summary statistics on the underlying pool of loans.
From the prospectus of GSAMP-Trust 2006-NC2, we learn that 88.2% of the loans
have adjustable rate (the remaining have a fixed rate); 98.7% are first-lien (that is, the
first mortgage on the property); 90.7% are for first homes; 73.4% of the mortgaged
properties are single-family homes; 38.0% and 10.5% are secured by residences in
California and Florida, respectively, the two dominant states in this securitization.
The average borrower in the pool has a FICO score of 626: 31.4% have a FICO score
below 600, 51.9% between 600 and 660, and 16.7% above 660. The average mortgage
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Table 2 Example of REMBS: GSAMP-Trust 2006-NC2

Tranche description Width Credit Rating Coupon rate
Class Notional % of total S&P Moody's 1-month LIBOR +

A-1 $239,618,000 27.2 AAA Aaa 0.15%
A-2A $214,090,000 24.3 AAA Aaa 0.07%
A-2B $102,864,000 11.7 AAA Aaa 0.09%
A-2C $99,900,000 11.3 AAA Aaa 0.15%
A-2D $42,998,000 4.9 AAA Aaa 0.24%
M-1 $35,700,000 4.0 AA+ Aa1 0.30%
M-2 $28,649,000 3.2 AA Aa2 0.31%
M-3 $16,748,000 1.9 AA- Aa3 0.32%
M-4 $14,986,000 1.7 A+ A1 0.35%
M-5 $14,545,000 1.7 A A2 0.37%
M-6 $13,663,000 1.6 A- A3 0.46%
M-7 $12,341,000 1.4 BBB+ Baa1 0.90%
M-8 $11,019,000 1.2 BBB Baa2 1.00%
M-9 $7,052,000 0.8 BBB- Baa3 2.05%
B-1 $6,170,000 0.7 BB+ Ba1 2.50%
B-2 $8,815,000 1.0 BB Ba2 2.50%
X $12,340,995 1.4 NR NR .

Source: Ashcraft and Schuermann (2008), SEC-filed prospectus for GSAMP 2006-NC2



loan in the pool has a LTV of 80.34%: 62.1% have a LTV of 80% or lower, 28.6%
between 80% and 90%, and 9.3% between 90% and 100%. The ratio of total debt
service of the borrower to gross income is 41.78%. However, this information is not
available for all borrowers, as only 52% of the loans have full documentation, that is,
the provide information about income and assets of the applicants, while the remain-
ing ones have no information about the income or assets of the applicants.

The above information is contained in 20 pages. The rest of the document
describes the originator (New Capital Financial), the arranger (Goldman Sachs), the
servicer (Ocweb), the securities administrator (Wells Fargo), the underwriting guide-
lines, and contains a list of disclaimers, reps and warranties (for instance, the absence
of any delinquencies or defaults in the pool; compliance of the mortgages with fed-
eral, state, and local laws; the presence of title and hazard insurance; disclosure of fees
and points to the borrower; statement that the lender did not encourage or require
the borrower to select a higher cost loan product intended for less creditworthy bor-
rowers when they qualified for a more standard loan product).

At this point, it is worth making three observations on the quality of the informa-
tion available to investors. First, the data provided in the prospectus is not enough to
help pricing or detect default. In fact, it is entirely made of summary statistics, which
deliver information on the average claim but not on the individual loans in the port-
folio, which may be critical to assess the risk of default of the portfolio and its tranch-
es. Valuing these risks was of limited importance when house prices were rising and
defaults were few. But as house prices stopped rising and the number of defaults start-
ed increasing, the valuation of these securities because very complicated and infor-
mation about the underlying securities became very important but was not available
in the prospectus and in the yearly reports produced by the SVPs. 

Second, detailed information on the pool of underlying securities is available
through data providers like Loan Performance and McDash Analytics. Loan
Performance's securities databases are the industry's largest and most comprehensive:
they include loan-level data on more than 90% of the market for MBS securities. As
stated on the website of McDash Analytics, these companies "collect loan level data
directly from servicers into an anonymous database, distribute the cleansed data, and
provide them to clients who want to perform prepayment and default benchmarking
analysis on their mortgage asset holdings." The catch is that the subscription to these
datasets is very expensive (over $1 million per year) and a lot of skills are required to
analyze this data. Hence, most investors did not bother to use them to assess the risks
of their investment decisions (and check the quality of the credit ratings) until the
crisis hit them. After all, why should they spend their money to replicate what rating
agencies were (supposed to be) doing for free?

Third, no information is available on the stake retained by originators and
arrangers and on their subsequent trades. This information might have been very
important to help investors to assess to value of MBS securities because securitization
of subprime loans generates a clear moral hazard problem. As loans are sold to the
market, originators have less incentive to collect the soft information that is needed
to screen the applicants. Keys, Mukherjee, Seru and Vig (2008) show that among
loans with similar observable characteristics those that are more likely to be securi-
tized (because their FICO score is just above the 620 cutoff) are more likely to default
than those that are less likely to be securitized (because their FICO score is just below
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620). This effect is there only for loans with low or no documentation, suggesting
that securitization reduces the incentives to collect soft information. If so, holdings
and trades of originators and arrangers would signal the quality of the underlying
pool of loans, and thus provide very valuable information for investors. 

3. Conflict of interest and rating inflation

As noted by Partnoy (2006), among all "financial gatekeepers" CRAs are those who
face the most serious conflicts of interest. This is due to a combination of factors. 

First, differently from analysts (but not from auditors), since the 1970s they are
paid by the issuers whose instruments they rate. This change in practice came at the
same time as the approval of a body of U.S. regulations that depend exclusively on
credit ratings issued by Nationally Recognized Statistical Rating Organizations
(NRSROs), a status until recently awarded only to Moody's, Standard & Poor's, and
Fitch.2 Being paid by the issuers creates an obvious incentive for rating agencies to dis-
tort ratings so as to please their clients, and win further business from them. 

Second, unlike other gatekeepers, CRAs are allowed to sell ancillary services to the
clients whose instruments they rate, in particular pre-rating assessments and corpo-
rate consulting. For instance, an issuer can ask a rating agency how it would rate a
financial instrument with certain characteristics, and even ask how these should be
modified to (just) obtain a certain rating. This type of activity facilitates rating shop-
ping, that is, it allows an issuer to identify the rating agency that would provide the
most favourable rating to its financial instruments, a point highlighted by Bolton et
al. (2008), Skreta and Veldkamp (2008) and Spatt, Sangiorgi and Sokobin (2008). In
particular, Bolton et al. (2008) show that precisely due to credit shopping the conflict
of interest is exacerbated under duopoly compared to monopoly.3 That competition
has undesirable effects in this situation is also confirmed by the evidence in Becker
and Milbourn (2008), who show that the entry by Fitch has been associated with
greater ratings inflation. 

Of course, for the conflict of interest to result in rating shopping it must be the case
that there are some naïve investors who can be gullied by the inflated ratings, an ele-
ment present both in Bolton et al. (2008) and in Skreta and Veldkamp (2008), or by
regulations that induce the issuer to strive for the highest possible rating, as in Spatt
et al. (2008). Importantly, regulation does provide such inducement, as pension
funds, banks, investment funds and insurance companies are all subject to regulation
based on ratings, and the scope of this regulation has greatly expanded over time. For
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2 Since 2003, the number of the NSSRO has risen to ten: between 2003 and 2005, the SEC designated
two new NSSRO, and pursuant to the passage of the Credit Rating Agency Reform Act in 2006 by the
U.S. Congress it designated five more - two Japanese ones and three small U.S. ones.

3 In their model, there are naïve investors who believe the credit rating agencies' stated ratings. The issuers
of commercial paper will never buy a bad rating, so credit agencies have an incentive to overstate the
quality of any given issuance if the reputation costs (i.e. future lost profits) are low enough or the share
of naïve investors large enough. An increase in the number of credit agencies, i.e. more competition,
makes investors actually worse off as it gives issuers more opportunity to shop around for a good rating. 



instance, since 1989 U.S. pension funds are allowed to invest in highly rated asset-
backed and mortgage-backed securities. The minimum capital requirements of banks,
insurance companies and brokerage companies are also affected by the credit ratings
of the assets that they hold. Therefore, regulation per se has been an increasing source
of demand for high ratings by financial institutions.

Thirdly, ratings agencies are largely immune to civil and criminal liability for
malfeasance, because according to several U.S. court decisions they are to be consid-
ered as "journalists" and therefore their ratings are opinions protected by the First
Amendment (freedom of speech). In contrast, after the Sarbanes-Oxley Act auditors
and corporate boards face new rules regarding conflicts of interest, and financial ana-
lysts at investment banks are subject to restrictions on their activity and compensa-
tion. Therefore, for CRAs regulators have made much less of an effort to mitigate the
conflict of interest than for other financial gatekeepers.

These considerations suggest that the inflation in credit ratings might have been
exacerbated (i) by the regulatory implications of ratings due to the NRSRO status,
which confers an intrinsic value to ratings over and above their true ability to meas-
ure risk, (ii) by the presence of naïve investors, whose number may have increased
with the popularization of finance in recent years, and ironically (iii) by the increase
in competition associated with the entry of a third NRSRO (Fitch). But these consid-
erations can still not explain why the spectacular failure of ratings occurred in con-
junction to structured debt securities and not (at least not on the same scale) until
CRAs confined themselves to evaluating the default risk of corporate bonds, which
for a long time was their main activity. To understand this, it is important to realize
that the shift from corporate debt to structured debt securities increased tremen-
dously the gap between the complexity of the instrument being rated and the coarse-
ness of ratings. 

3.1 Why complex securities and coarse ratings exacerbate rating inflation

The complexity of structured debt securities greatly expands the scope and incentive
of rating agencies to collude with issuers, if ratings remain relatively coarse - e.g., if
they are based on a few discrete classes such as AAA, AA, A, BBB, etc., rather than on
a continuous scale. The complexity of structured debt securities arises from the fact
that these are portfolios of assets, often numerous and highly heterogeneous in their
risk and return characteristics. The extent to which the risk of these assets is correlat-
ed is very important to determine the sensitivity of structured debt securities to aggre-
gate risk, as underlined by Coval, Jurek and Stafford (2008). In addition, for MBS secu-
rities the risk of the underlying mortgage loans stems from two quite different
sources: prepayment risk, which materializes when borrowers find early repayment
worthwhile because of the improved refinancing conditions, and default risk, which
instead occurs when interest costs escalate, housing prices decline, or there are
adverse shocks to the borrowers' employment or income. The socio-economic and
geographic composition of the underlying loan portfolio determines the exposure of
the MBS to each of these risks. 

Complexity is further increased by "tranching", which implies that the interest and
principal paid by the pool of underlying assets are distributed to the holders of the
various tranches in a pre-specified way according to a "waterfall" scheme, that is, a
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system of seniority. The scheme is such that the "junior" tranche is the first to absorb
losses from the underlying collateral loans, and when it becomes worthless the "mez-
zanine tranche" starts absorbing further losses, with the senior tranche (typically
AAA-rated) being the most protected against default risk.

The issuer of a MBS or of a CDO solicits a rating from a CRA - possibly after shop-
ping, as already explained above - for the security as such if it is not tranched, or oth-
erwise separately for each tranche. Since each ratings class corresponds to a range of
possible values of credit risk, the CRA may provide a pre-rating assessment to the
issuer, explaining which rating the security would obtain depending on different
potential structures of the underlying portfolio of assets. This allows the issuer to
choose the portfolio structure that just enables the MBS or the CDO to be, for
instance, AAA-rated. Therefore, AAA-rated structured debt issues will end up having
not the rating corresponding to the average AAA-rated corporate bond but rather to
the marginal one, implying that they are correspondingly riskier. The same "trick"
could be applied to the rating of tranches, in which case the issuer can adjust not only
the composition of the underlying portfolio but also the details of the "waterfall"
scheme of seniority between tranches. 

This may go a long way towards understanding the true meaning of the very large
"credit enhancement" achieved by structured debt issuers relative to the credit risk of
the underlying portfolio. Indeed, Bemmelech and Dlugosz (2008) find, using data on
3,912 tranches of CDOs, that "while the credit rating of the majority of the tranches
is AAA, the average credit rating of the collateral is B+" and observe that the CDOs
were structured according to a very uniform pattern - not only in their tranche struc-
ture but also in the composition of the underlying portfolio. They suggest that this
uniformity may be explained by CRAs helping issuers to structure their CDOs so as to
just fit their requirements to achieve an AAA rating. In support of this interpretation,
they note: "Anecdotal evidence suggests that the S&P rating model was indeed known
to CDO issuers and was provided to them by the rating agency". For instance, by mak-
ing its CDO Evaluator software available via its web site, S&P allowed issuers "to sim-
ulate different scenarios of expected default given the characteristics of the collateral
they have chosen. The CDO Evaluator is an optimization tool that enables issuers to
achieve the highest possible credit rating at the lowest possible cost." This is reflected
even in the wording that S&P uses to define excess collateral: "what percentage of
assets notional needs to be eliminated (added) in order for the transaction to provide
just enough support at a given rating level" (p. 22).

Of course, if investors were all sufficiently sophisticated, they should take this
behaviour by rating agencies into account, that is, they should recognize that an
AAA-rated CDO is riskier than an AAA-rated corporate bond, so that the CDO would
be priced at a discount relative to the bond. This, however, will not occur if many
investors are so naïve as to blindly use ratings to assess the riskiness of claims, as
argued by Brennan et al. (2008). To support this claim, they quote the statement by
the SEC that "certain investors assumed the risk characteristics for structured finance
products, particularly highly rated instruments, were the same as for other types of
similarly rated instruments", and that "some investors may not have performed inter-
nal risk analysis on structured finance products before purchasing them" (Federal
Register, Vol. 73, No. 123 page 36235, June 25, 2008). Indeed, precisely on this basis
the SEC later recognized the need for differentiated ratings for structured products
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and corporate bonds. Also the Committee on the Global Financial System (2005)
indicates that a number of the investors interviewed by their Working Committee
"claim to rely almost exclusively on the rating agencies' pre-sale reports and rating
opinions for information on deal specifics and performance" (p. 23).4

3.2 Why rating coarseness supported the expansion of the structured debt
market

The previous section only considered one sense in which ratings can be regarded as
coarse, that is, their discreteness (if ratings were continuous, rating agencies could
obviously not play on the difference between the marginal and average credit risk
within a given rating class). But in reality there are several other dimensions in which
existing ratings are coarse. 

First, the ratings released by S&P and Fitch reflect their assessments of the default
probability of the corresponding security or tranche. Of course, the default probabil-
ity captures only one dimension of default risk: it does not indicate the magnitude of
the "loss given default", which is crucial to assess the security's or tranche's risk.
Instead, Moody's ratings reflect its assessment of the expected default loss, that is, the
product of the probability of default and the loss given default. Though better as a
measure of default risk, even this is not sufficient to assess the risk of a structured debt
security. Indeed, Brennan et al. (2008) show that mispricing arises even if the valua-
tion of structured debt securities is based on ratings that assess their expected default
loss, rather than simply their probability of default.5

A proper assessment of the risk of such a security would in fact require also infor-
mation regarding the covariance between default losses and the marginal utility of
consumption (that is, its "beta"), as pointed out by Coval et al. (2008). These authors
study the mispricing that arises if the rating only assesses the probability of default
but fails to indicate whether default is likely to occur in high-marginal utility states.
They also point out that, in tranched CDOs, the distribution of risk across the vari-
ous tranches is very sensitive to the assumptions made by the rating agency about the
correlation structure of defaults in the underlying portfolio, which happens to be pre-
cisely one of the weakest spots of the methodology commonly used by credit agen-
cies: for instance, S&P simply assume two corporate bonds to have a 15 percent cor-
relation if they are in the same sector, and a 5 percent correlation if they are from dif-
ferent sectors (Bemmelech and Dlugosz, 2008), irrespective of the state of the aggre-
gate economy. But default correlations are clearly much higher in economic down-
turns than in expansions, a fact that may contribute to account for the massive fail-
ure of credit ratings of structured debt in the current recession.

At another level, the coarseness of ratings reflects the limited amount of detailed
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ticipants" (p. 3) Clearly it was not!



loan-level data that CRAs used in their models to evaluate the risk of the underlying
portfolio. As late as 2007, Moody's reported that it was about to request more detailed
loan-level data from issuers, for the first time since 2002, including even data that
itself considered to be "primary", such as a borrower's debt-to-income (DTI) level, the
appraisal type, and the identity of the lender that originated the loan. As noted by
Mason and Rosner (2007), it is surprising that these data would not have been col-
lected by them before, considering that "traditionally the loan to value ratio (LTV),
FICO score and the borrowers' DTI are the three most significant measures of credit
risk on a mortgage" (p. 24). At least as surprising is that the models used by CRAs neg-
lected the identity of the lender that originated the loan, considering that this piece
of information turns out to be highly significant in predicting the subsequent rating
downgrades of the same asset-backed securities, as documented by Johnson, Faltin-
Traeger and Mayer (2009) in an empirical study of S&P ratings.

Presumably, to effectively convey all this information about the risk of MBSs,
CDOs and their tranches, the rating agencies would have had to produce multidi-
mensional ratings, and also report statistics on the sensitivity of their ratings to the
most crucial assumptions of their models, such as those on correlation between the
defaults of the assets in the underlying portfolio. This, however, would have proba-
bly made their ratings much harder to understand and interpret for many investors,
and would have limited the issuance of structured debt, contradicting the role that
rating agencies saw for themselves in the development of this market. Indeed, as wit-
tily pointed out by Partnoy (2006), "with respect to these new instruments, the agen-
cies have become more like 'gateopeners' than gatekeepers; in particular, their rating
methodologies for collateralized debt obligations (CDOs) have created and sustained
that multi-trillion-dollar market" (p. 60).

This drawback of disclosure is captured by the model of Pagano and Volpin (2008),
where issuers may not wish to release complex information about their structured
bonds, because only few potential buyers are sophisticated enough to understand the
pricing implications of such information. Therefore, releasing it would create a win-
ner's curse problem for unsophisticated investors, and would limit the size and liq-
uidity of their primary market. The point that disclosing information about securi-
tized assets may hinder their liquidity is also made intuitively by Woodward (2003)
and Holmstrom (2008). The latter draws a parallel with the sale of wholesale dia-
monds, which de Beers sells in pre-arranged packets at non-negotiable prices, and
argues that this selling method is aimed at eliminating the adverse selection costs that
would arise if buyers were allowed to negotiate a price contingent on the packets' con-
tent.6

This prediction is supported by the suppression of mortgage loan location infor-
mation in the securitizations carried out by the U.S. public agencies. In 1970, when
the Government National Mortgage Association (GNMA or Ginnie Mae) pioneered
the securitization of loans insured by the Federal Housing Administration (FHA), its
management declared that no information other than the coupon rate would be dis-
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closed about the underlying loan pools. The reason that they gave for this decision
was that prepayments, though mainly related to coupon, are also to some extent
related to the geographical composition of the loan pool. GNMA suppresses the infor-
mation about geography, and thus reduced investors' ability to evaluate prepayment
risk (the only relevant risk in this case, as these loans are insured against default). This
policy was inherited by the other two U.S. public agencies that securitize mortgage
loans and guarantee them against default risk: the Federal Home Loan Mortgage
Corporation (FHLMC, widely known as Freddie Mac) and the Federal National
Mortgage Association (FNMA or Fannie Mae). However, in the 1990s Freddie Mac
gave in to pressure to reveal more information about its loan pools, and it regularly
discloses geographical information about them. Thereafter, as shown in Figure 2, the
Freddie Mac pools have traded at consistently higher yields than Fannie Mae's com-
parable loan pools over the 1998-2008 period, in spite of the fact that Freddie Mac's
securities even pay a couple of days earlier (so they should pay lower yields). The dif-
ferential has been 3.05 basis points over the whole decade, up to 4.8 basis points in
the most recent and turbulent period (July 2007-October 2008).7 So here we have an
example of almost identical securities, which differ mainly in the detail of price rele-
vant information provided by the issuer: the market clearly values more the securities
with less information, for which sophisticated investors can extract less trading and
arbitrage profits at the expense of less sophisticated ones.8

But while suppressing price relevant information enhances liquidity in the primary
market, it may reduce liquidity in the secondary market or even cause it to freeze.
This is because the information undisclosed at the issue stage may still be uncovered
by sophisticated investors later on, especially if it confers them the ability to earn
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Figure 2 Current Coupon Yield Differential between Fannie Mae 30 Year MBS and Freddie Mac
30 Year Gold PC

Source: Data kindly provided by Susan Woodward, Sand Hill Econometrics.



large rents in secondary market trading.9 So limiting transparency at the issue stage
shifts the adverse selection problem onto the secondary market. In choosing the
degree of rating transparency, issuers effectively face a trade-off between primary and
secondary market liquidity.

As shown by Pagano and Volpin (2008), the choice of transparency made by the
issuers will depend precisely on the trade-off between primary market and secondary
market liquidity: as just argued, coarse information enhances the first but endangers
the second. The key parameters in this trade-off are the value that investors place on
secondary market liquidity, as well the severity of the adverse selection problem in
the primary market. If secondary market liquidity is very valuable and/or adverse
selection would not greatly damage primary market liquidity, then issuers will choose
ratings to be transparent and informative, even at the cost of reducing primary mar-
ket liquidity. Conversely, if investors care little about secondary market liquidity
and/or adverse selection would greatly impair primary market liquidity, then issuers
will go for coarse and uninformative ratings.

But the degree of ratings transparency chosen by issuers falls short of the socially
optimal one whenever secondary market illiquidity is more costly for society at large
than it is for issuers of securitized assets. This may be the case if, for instance, a sec-
ondary market freeze were to trigger a cumulative process of defaults and premature
liquidation of assets in the economy, for instance because banks' interlocking debt
and credit positions create a gridlock effect. Then the degree of ratings transparency
that is optimal for society exceeds that chosen by issuers of structured bonds.

This creates a rationale for regulation imposing a certain degree of transparency on
issuers of these securities. Nevertheless, it must be recognized that such regulation
will have a cost in terms of reduced liquidity or market size at the issue stage. In other
words, imposing greater disclosure on the MBS market will most likely reduce its mag-
nitude compared with the pre-crisis record, and will most likely induce investors to
require higher yields even after market conditions will have gone back to normality,
as exemplified by the Freddie Mac and Fannie Mae comparative experience. 

4. Possible policy interventions

In the discussion above, we have identified rating inflation and coarse ratings as the
main targets for policy interventions. The obvious solution to address them is to
change the incentives of rating agencies and increase disclosure. But, what are the
specific policy reforms to implement? In what follows we outline two possible cours-
es of action. 

The first, which we regard as the preferred policy, is quite drastic, in that it requires
not simply an adjustment of existing rules but a complete reorientation of regulation
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according to two new guiding principles: (i) ratings should be paid by investors, and
(ii) investors and rating agencies should be given free and complete access to all infor-
mation about the portfolios underlying structured debt securities, as well as about the
design of their tranches. 

The second policy, which we regard as a second-best one, imposes milder changes
to the current market model, but is likely to be far less effective in addressing the
problems illustrated in this paper. Furthermore, it is expected to require a consider-
able increase in an already hypertrophic regulation, in contrast with the preferred
policy, as also underlined by Richardson and White (2009).

4.1 Preferred policy

(1) Credit rating companies should be paid by investors and not by issuers. 

Since both rating inflation and the tendency to issue coarse ratings arise from the
conflict of interest between rating agencies and investors, it is crucial to eliminate (or
at least reduce as far as possible) this conflict by addressing the issue of "who pays". If
rating agencies tend to please issuers by inflating their credit ratings and/or by choos-
ing excessively coarse ratings, then the most appropriate solution is to have investors
- not issuers - pay them for their services, as indeed was the case before the 1970s.
How would such a system work? Not too differently from the market for other forms
of financial information, spanning from the sale of price and transaction data by trad-
ing platforms and newspapers to the sale of advice by financial analysts and of eco-
nomic forecasts by econometric consultancies. Financial analysts are perhaps the
most fitting comparison: their analysis and recommendations are either sold to
investors on a standalone basis or are packaged together with financial services by
large banks or securities companies.10

It should be recognized that even this arrangement is not completely free from
incentive problems, if some investors are large enough (or manage to set up cooper-
ative arrangements to purchase ratings), they may also end up affecting ratings - for
instance, they may try to induce CRAs to avoid or delay rating downgrades for secu-
rities in which they have invested heavily. But it is hard to imagine that such large
investors may wield sufficient power as to distort the ratings of all the competing
agencies, and presumably other investors will try to patronize rating agencies that
have shown no such tendency to shade their ratings so as to please their large cus-
tomers.

More importantly, switching from the "issuer pays" to the "investors pay" model
may be difficult to implement in practice in a situation where delegation by banking
and securities regulations has conferred a tremendous power to a select group of rat-
ing agencies over issuers. Therefore, it will be essential to prevent indirect payments
by issuers to CRAs in the form of the purchase of consulting or pre-rating services. A
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tions than sell-side analysts, which is consistent with the idea that the former are more exposed to a con-
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more direct (and consequential) way to deal with the problem would be to eliminate
the many regulations that delegate powers to rating agencies: once the rents that
these regulations confer to these agencies are gone, issuers will have less of an incen-
tive to circumvent the "investors pay" principle. 

(2) Arrangers and servicers should disclose the complete data on the individual loans (or
bonds) underlying the structured finance products. 

We believe that the disclosure of nothing less than the entire set of data available to
the arrangers and servicers should be required. It should be clear from the discussion
in Section 2 that currently prospectuses do not contain enough information to allow
investor to assess the risk of default of a specific product and the change in risk char-
acteristics over time. The information on individual loans currently available (for
many but non for all securities) through expensive data providers like Loan
Performance should become available for free to all investors. With these data, buy-
side investors may be able to form their own assessment of the risk characteristics of
the product. 

It is important to notice that this form of disclosure reduces both the risk of sec-
ondary market freezes (as all available information is given to all investors) and the
possibility of collusion between issuer and rating agency. In fact, when the informa-
tion becomes available on the market, specialized information processors will enter
and provide financial advice to investors, thereby providing healthy competition to
CRAs. This will weaken the unhealthy bond that now exists between issuers and
CRAs. 

It is also worth highlighting that imposing disclosure requirements on the issuers
is far better than imposing them on the rating agencies themselves, as was proposed
by the Securities Exchange Commission, in July. SEC (2008) indicates that CRAs
should disclose all information used to determine ratings for structured products.
Although this policy would make CRAs more accountable to the public, it would also
reduce their incentives to invest in improving their risk models. Moreover, trans-
parency about rating models could lead to greater collusion with issuers: as seen
above, S&P was so transparent about its CDO Evaluator Manual that issuers could pre-
dict perfectly the rating they would get, and thus structure deals so as to just get an
AAA rating!

As already highlighted in the previous section, the policy being proposed here
should be expected to reduce the price at which securitized assets can be sold at the
issue stage and therefore the size of the market for structured debt securities, in com-
parison with the pre-crisis period. But at least the market would be placed on safer
foundations than it was at that time.

4.2 Second-best policy

This alternative policy retains the current principle that rating agencies are paid by
issuers, but tries to restrain the conflict of interest with investors by limiting the way
in which agencies contract with issuers and are paid by them, and tries to remedy the
coarseness of ratings by prescribing a minimal informational detail to issuers and
credit agencies.
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(1) Credit rating companies should be paid an upfront fee irrespective of the rating issued and
credit shopping (and paid advice by rating agencies to issuers) should be banned. 

The requirement of an upfront fee is the so-called "Cuomo plan," named after NY
Attorney General Andrew Cuomo. As noted by Bolton et al. (2008), this requirement
needs to be supplemented with the ban of rating shopping for it to be effective. SEC
(2008) goes some way in the direction of banning the rating shopping. Its plan is to
prohibit CRAs to act as both a rater and a paid advisor for a tranched securitization. 

Restricting the compensation contracts for rating agencies may instead be less
effective. Even if issuers must pay an upfront fee and cannot engage in explicit rating
shopping, implicit collusion may still be sustainable: they may systematically patron-
ize the rating agencies that offer them the best ratings, for instance because they
know the models that each agency is going to use to evaluate their securities. As a
result, the conflict of interest may persist.

(2) Enhance transparency by determining the information that issuers and rating agencies
must disseminate to the investing public.

This rule would require mandating a more complete format for the information to be
disseminated by rating agencies. This is the policy suggested by the Committee on
the Global Financial System (2008), which recommends that CRAs present their rat-
ings so as to facilitate comparison within and across classes of different structured
finance products; provide clearer information on the frequency of their updates, and
better documentation about their models and the sensitivity of ratings to the assump-
tions made in their models, and especially reduce the coarseness of their ratings by
producing additional measures of the risk properties of the structured finance prod-
ucts. In the same spirit, the Financial Economists Roundtable (2008) suggested that
ratings should be complemented by an estimate of their margin of error. One may
add yet more indications: for instance, that the agency should provide statistics that
measure the systematic risk of the loan pool and of individual tranches, beside esti-
mates of the probability of default and of the loss given default. 

However, this prescriptive approach places considerable burdens and risks on the
shoulders of regulators. It requires that regulator indentifies which pieces of infor-
mation and which statistics rating agencies should provide, which can be very costly
in the presence of very diverse financial products. It also exposes regulation to the
danger of failing to keep pace with financial innovation, for instance with new ways
of designing structured debt securities, some of which may even be induced by regu-
lation itself. Finally, it may induce investors to forgo once more an independent eval-
uation of the risk characteristics of these securities (for instance by turning to addi-
tional data sources or other information processors), trusting that the rating agency
has provided all the information required by regulators. 

5. Conclusion

What has been the role of CRAs in the subprime crisis? This paper focus on two
aspects that contributed to the boom and bust of the market for asset-backed securi-
ties: rating inflation and coarse information disclosure. 
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Ratings inflation coupled with naïve investment decisions led to a massive mis-
pricing of risk, whose correction has been the trigger of the crisis. The likely motive
for the inflation of credit ratings is an incentive problem: CRAs are paid by the issuers
of the securities being rated, and therefore their interest is more aligned with the
issuers than with the investing public. 

The coarseness of ratings is one of the main reasons for the illiquidity that has
plagued securities markets since the crisis broke out. After house prices stopped rising
and defaults started on subprime mortgages started to increase, market participants
realized that the detailed information required to identify "toxic assets" in the maze
of structured debt securities had simply been lost in the process of securitization, and
that ratings provided an insufficient guidance to identify them. We argue that the rea-
son why coarse (and uninformative) ratings had been produced was to expand the
primary market of these securities, by making them palatable also to investors who
could not easily process more complex information than coarse ratings.

What can be done to mitigate these problems in the future? Our preferred policy
option is to move towards a system where credit ratings are paid by investors, and
where arrangers and servicers disclose for free the complete data on the individual
loans underlying the structured finance products, so that buy-side investors may feed
them into their own models so as to assess their (changing) risk characteristics.
Although these reforms will also limit the liquidity and size of the primary market for
structured finance securities in comparison with the pre-crisis period, they will restore
investors' confidence in the securitization process, which can still prove a valuable
tool to enlarge financial markets and transfer risk from lenders to investors. These
reforms will also create opportunities for specialized information processors provid-
ing healthy competition to CRAs, and sharpen the investors' awareness that they
must not place blind faith in ratings alone. 
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Introduction and recommendations

The current financial crisis is extremely severe. It is also multidimensional, and it has
already led to many analyses and policy-oriented documents.1 This contribution is
academic, and therefore stresses principles rather than detailed implementation.
Moreover, our focus is on the treatment of distressed banks, a key element of the reg-
ulatory architecture which has however attracted insufficient attention so far. The
treatment of distressed banks can however not be treated independently of other
dimensions of this architecture, which some of our recommendations will therefore
indirectly address. 

This paper has been prepared ahead of the April 2009 G20 meeting meant to deal
with the world financial architecture. As far as the treatment of distressed banks is
concerned, we can think of G20 actions as pursuing two potential objectives: 

1. The harmonization of the treatment of distressed banks across countries in order
to ensure a level-playing field while promoting global financial stability; it is
useful in this respect to distinguish individual bank distress and systemic
distress.

2. The promotion of cooperation between countries in the treatment of cross-
border distressed banks.

This paper discusses these issues in turn. A key idea that underlies the analysis is that
the current regulatory system is fragile because it has not dealt in an explicit fashion
with the harmonization of the treatment of distressed banks. This stands in contrast
with the efforts in terms of harmonization of capital ratios under Basel I and II. Of
course, this harmonization has several significant flaws which have to be addressed
too. But the idea that we need harmonized capital ratios is a sound one, and it should
be extended to the treatment of distressed banks. This is very important because of
'political economy' considerations: whether in good or bad times, supervisors always
face pressure from lobbies and from politicians that undermine the proper function-
ing and stability of the financial system. There is therefore a cost in leaving things
vaguely specified or unspecified and therefore at the discretion of supervisors. They
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need to be protected ex ante through a system of transparent rules. Of course, there
is always a potential cost of such rules in terms of loss of flexibility. However, the cur-
rent system has clearly erred in the other direction. The paper offers a number of rec-
ommendations to try and move closer to a rule-based system that maintains enough
flexibility.
Specifically, our set of recommendations is as follows:
First, as far as dealing with individual banks is concerned:

� A harmonized special bankruptcy regime should be established for banks
involving 'prompt corrective action', i.e. giving to the supervisory agency
powers to limit the freedom of bank managers (and possibly remove them) and
shareholders (and possibly expropriate them) before the bank is technically
insolvent.

� Supervisors should have the independence, resources and expertise to fulfill
their mission properly. If public authorities are unwilling to raise supervisory
budgets, this pleads, ceteris paribus, for a simplification of the regulatory regime.
Basel II did go in the wrong direction here, with big banks being allowed to
compute risks themselves through complex internal models, a task where they
had a clear conflict of interest and which proved too difficult for proper
oversight by supervisors.

� In terms of the structure of regulation, one should not allow banks to 'play one
regulator against the other' (as has been the case in the US with OCC and OTS).
Beyond this, while consolidated supervision � bundling ex-ante monitoring and
ex-post intervention � allows for cost savings and simpler coordination, it may
reduce accountability. Guarding against this can be achieved through reduced
discretion in terms of intervention by the supervisors (as in the US FDICIA). 

� One should think of the signals triggering intervention as admittedly crude
indicators of the risk of potential problems. Therefore, simplicity is crucial,
because it reduces manipulability and enhances transparency and credibility.

� A single capital requirement, even when it is very complex, is not enough to
limit risk taking by banks. Therefore, a battery of indicators have to be designed
by regulators, in order to provide simple signals of the various dimensions of
banking risks (including liquidity and transformation risks, risks of large losses,
exposure to macroeconomic shocks, �) and used simultaneously to determine
whether supervisory corrective action is needed.

� Other dimensions of regulatory control are to be explored to explicitly curb the
incentives of bank managers for excessive risk taking: top managers'
remunerations, shareholder representation, and internal risk management
systems. This cannot remain as vaguely defined as in pillar 2 of Basel II.

Second, as far as banking crises are concerned:

� Public authorities should expect crises to happen. They should put in place a
mechanism that allows a crisis to be formally declared (an event which will
allow the release of public funds). This means formalizing ex ante cooperation
between the relevant actors (Central Bank, supervisor, Treasury) with this
contingency in mind. 

� Ex-post crisis management should keep in mind that undercapitalized banks do
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not function well. One should go for 'real' recapitalization, even if it is costly.
There are several options � temporary nationalization, insuring bank loans or
parking toxic assets in bad banks � that are possible. The objective should be to
get lending going again without delay by properly capitalized banks, without
excessively burdening taxpayers.

� Under current regulation, maintaining adequate capitalization in bad times has
procyclical effects. Avoiding this calls for introducing 'automatic stabilizers' into
the regulatory system, such as higher capital ratios in good times, dynamic
provisioning, capital insurance (privately or publicly provided), or procyclical
deposit insurance premia.    

Finally, as far as international cooperation in crisis management is concerned:

� In economic areas which are meant to be very integrated, like the EU, one
should move towards a centralized supervisor and a centralized deposit insurer.

� If one wants to keep integrating the world banking market, one should seriously
consider partial centralization of supervision and deposit insurance at the world
level.

� Barring such centralization, it is important to foster best practices in establishing
credible Memoranda of Understanding for cross-border banking crisis
management between authorities that detail in particular the respective rights
and obligations with respect to intervention thresholds and deposit insurance.

1. Reforming prudential policy for distressed banks

The regulatory/supervisory systems of most G-20 countries have been strongly influ-
enced by the "Basel process", initiated in the 1980s by the Banking Committee on
Banking Supervision (BCBS). The aims of this process were essentially two:  promot-
ing the safety and soundness of the international banking system and guaranteeing a
"level playing field" by eliminating competitive distortions due to the implicit sup-
port provided by some governments to their domestic banks. 

Even if the Basel process has clearly contributed to the harmonization both of risk
management practices by banks and regulatory requirements across countries2, and
was still undergoing important reforms (Basel II) when the crisis hit, it was insuffi-
cient to contain the crisis. We suggest that Basel II should be reformed in depth, and
that the objectives of regulatory/supervisory systems should be significantly
reassessed.

1.1 Implementing a special bankruptcy regime for banks

Several episodes of the crisis have revealed that banking authorities of many G-20
countries did not have sufficient legal powers to treat banking distress in a timely and
efficient way. Moreover the discretion given to domestic supervisors by Basel II's pil-
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lar 2 revealed counterproductive in the management of the crisis, since it exposed
them to political pressure and threats of judicial recourse by the shareholders of dis-
tressed banks. Generally speaking, it is not really useful to harmonize regulatory
requirements for banks if enforcement of these requirements is left to the discretion
of domestic supervisors, who act under political and legal constraints that differ a lot
across countries.

Therefore, a first priority for restoring a level playing field for international bank-
ing and avoiding a race to the bottom in terms of enforcement of prudential policy
is reforming and harmonizing bankruptcy laws for banks. Banks are not ordinary
firms: partly thanks to deposit insurance, even under extreme solvency problems,
their shareholders and managers still have considerable scope for "gambling for res-
urrection".3 In the absence of timely supervisory action, shareholders and managers
still have an interest in continuing the bank's activity, typically increasing the ulti-
mate damage to the deposit insurance fund and to the financial system as a whole. 

Therefore, as put eloquently by Goodhart (2008, page 353): 

"A key feature of any bank insolvency regime must involve some expropriation of
shareholder rights, and, whatever the compensation arrangement for shareholders
it is bound to generate�a claim that they were robbed of their property�So the
key for closure, and the treatment of shareholders, is a central issue."

A good place to start harmonizing bank insolvency procedures would be the US sys-
tem put in place in 1991 under FDICIA, which is centered around the important
notion of PCA, or 'prompt corrective action' (note that Brazil put in place a system
with similar features and worth looking at). This system has the advantage of starting
to address a crisis gradually, classifying banks in five categories depending on (various
measures of) capital ratios: well capitalized (capital ratio > 10%); adequately capital-
ized (> 8%); undercapitalized (< 8%); significantly capitalized (< 6%); and critically
undercapitalized (< 2%). The first two categories face no restrictions, but the bottom
three categories face more and more severe restrictions on actions (e.g. dividend pay-
ments, asset growth, acquisitions, and, in the extreme, receivership). The key idea is
to allow the supervisor to intervene before things become too bad. 

There is broad agreement that PCA has had a beneficial effect (see for example
Benston and Kaufman, 1997, and Aggarwal and Jacques, 2001), and there are also the-
oretical analyses in its favor (see for example Freixas and Parigi, 2008).

Our first recommendation is therefore that:

� A harmonized special bankruptcy regime should be established for banks
involving PCA, i.e. giving to the supervisory agency powers to limit the freedom
of bank managers (and possibly remove them) and shareholders (and possibly
expropriate them) before the bank is technically insolvent.

1.2 Putting in place strong and independent supervisory agencies

A necessary complement to the reform of bankruptcy law for banks is the protection
of supervisors from pressure by politicians and lobbies. 
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This is only possible with a strong, independent, well-staffed and well-paid super-
visor. And it is likely to be easier with consolidated supervision of all government-
insured deposit taking institutions within each country. What is clearly undesirable
is for example the US situation, i.e. the ability for financial institutions to choose
between two ex-ante supervisors � the OCC for banks and the OTS for savings and
loan � an ability which has led, as explained in Box A, to under-regulation by the
OTS, mainly due to the fact that its budget depended on the number and size of insti-
tutions under its supervision.

Consolidated supervision can however in some cases have drawbacks, even if it
may allow for administrative cost savings. Since early detection of bank distress is not
always possible, supervisors might be tempted to hide a bank's problems in the hope
that they might disappear and therefore not reveal their failure to identify these prob-
lems early enough.4 This creates a potential conflict of interest between ex-ante super-
vision and ex-post intervention. In this respect, the US system is attractive, with its
distinction between the institution in charge of ex-ante supervision (the OCC for
banks and the OTS for savings and loans) and the institution in charge of dealing ex
post with distressed banks, i.e. the FDIC. Moreover, endowing supervisors with a
clear, focused mission can enhance their accountability. Indeed, as shown by evi-
dence on the behavior of public agencies,5 the simpler their task, the easier it is to
evaluate how well they have performed, i.e. to keep them accountable.

However, note that there are various means of addressing the issue of political pres-
sure and accountability, namely by using simple, publicly observable (and thus hard
to manipulate) mandatory criteria for triggering regulatory intervention. Once again,
this is an advantage of the PCA doctrine of the US FDICIA.

Our recommendations for the organization of supervision are that:

� Supervisors should have the independence, resources and expertise to fulfill
their mission properly. If public authorities are unwilling to raise supervisory
budgets, this pleads, ceteris paribus, for a simplification of the regulatory regime.
Basel II did go in the wrong direction here, with big banks being allowed to
compute risks themselves through complex internal models, a task where they
had a clear conflict of interest and which proved too difficult for proper
oversight by supervisors.

� In terms of the structure of regulation, one should not allow banks to 'play one
regulator against the other' as has been the case in the US with OCC and OTS.
Beyond this, while consolidated supervision � bundling ex-ante monitoring and
ex-post intervention � allows for cost savings and simpler coordination, it may
reduce accountability. Guarding against this can be achieved through reduced
discretion in terms of intervention by the supervisors (as in the US FDICIA). 

1.3. A set of simple regulatory requirements, rather than a single, complex
capital ratio

The Basel Committee on Banking Supervision (BCBS) has put too much emphasis on
its Capital Adequacy Requirement. The Northern Rock episodes, and several others,
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have shown that a solvent bank can rapidly become distressed for lack of liquidity
and that transformation risk cannot be neglected. In the case of Northern Rock for
example, Blundell-Wignall et al. (2008) point out that in June 2007 (roughly three
months before the depositors run started) its regulatory capital requirement (com-
puted on the basis of Basel II risk weights and approved by the FSA) was slightly above
£ 1.5 billion, while British authorities ultimately had to inject around £ 23 billion, i.e.
more than 15 times the regulatory requirement, just to maintain the bank afloat.

Similarly, the idea that the capital buffers needed to cover credit risks should be
computed by a complex regulatory formula fed by parameters delivered by banks'
internal models has revealed disastrous. The Internal Risk Based approach to credit
risk uses a regulatory formula based on a theoretical model (the Asymptotic Single
Risk Factor model). This formula is simultaneously too simple to be a good predictor
of credit losses (it assumes in particular a unique macroeconomic risk factor and nor-
mality of loss distributions), and too complicated to be verifiable by a third party (as
it requires the calibration of several parameters, such as the probability of default and
the loss given default, that are very difficult to estimate).9

In any case, it is not the role of supervisors to decide on the level of capital, and
more generally of the risk management strategies of all commercial banks. These are
business decisions that should normally be left to the assessment of banks' managers
and administrators. It is only when supervisors anticipate that a bank is likely to face
distress in a near future (and therefore exert negative externalities on its depositors or
on the financial system as a whole) that supervisors can and must intrude. As the cri-
sis has shown, indicators for such future distress cannot be summarized by a single
capital ratio, even if very complex. Instead, we believe that regulatory intervention
should be triggered by a whole set of relatively simple (and publicly verifiable) indi-
cators, including measures of liquidity risk, as well as exposures to macroeconomic
shocks, and bilateral exposures to other banks or systemic institutions.
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Box A OTS: weak supervision in the US

The Office of Thrift Supervision in the US has behaved as a comparatively weak and
excessively tolerant regulator, with particular emphasis on pushing for deregula-
tion rather than monitoring the institutions under its supervision. In particular, it
has:

1. Allowed Washington Mutual to grow fast thanks to very aggressive
'predatory lending' practices, which led them into bankruptcy.6

2. Allowed IndyMac Bank to backdate a capital injection in order to avoid
sanctions and supervision.7

3. Allowed an institution like Countrywide Financial to leave the banking
regulator OCC to join its more permissive regulatory oversight.8

6 See Washington Post (2008a). 

7 See Washington Post (2008b).

8 See Washington Post (2008a).

9 See Rochet (2008) for a discussion.



The emphasis on the probability of failure of individual banks (epitomized by the
use of the Value at Risk criterion) by the BCBS was obviously misplaced. The Value at
Risk is probably a good indicator for banks' shareholders who are protected by limit-
ed liability. It is also probably a good indicator for bank managers, who are concerned
about the credit ratings of their institution, which are computed on the basis of esti-
mated probabilities of failures. However, the Value at Risk is clearly not a good indi-
cator for public authorities, since this criterion does not take into account the upper
tail of losses, which will have to be covered by depositors or more likely by the gov-
ernment.

There is another, more important reason why the focus on the probabilities of fail-
ure of individual banks might have been inappropriate, namely systemic considera-
tions. Indeed, a 1% probability of failure does not have the same consequences if it
means that 1% of the banks fail every year or alternatively that the whole banking
system fails every hundred years. Therefore it is crucial for regulators to find ways to
discourage "herding behavior" by banks, or at least to penalize an excessive exposure
to the business cycle. This means that new indicators of risks have to be designed,
based on correlation with aggregate activity, rather than absolute probability of fail-
ure.

Similarly, the main reason for public intervention by Central Banks and Treasuries
in the current crisis was the protection of the financial system as a whole, and in par-
ticular "core infrastructures" such as large value payment and clearing and settlement
systems. Anticipating (rationally) that public authorities are bound to intervene if
these infrastructures are in danger, banks have taken insufficient risk prevention
activities in relation with these "core infrastructures". To contain moral hazard, it is
therefore necessary to regulators to find ways to penalize or at least limit the exter-
nalities that large and complex banking organizations exert on these "core infra-
structures". A possible alternative (or complement) would be to impose on these "core
infrastructures" sufficient risk prevention measures so that closing down or restruc-
turing a large and complex banking organization (previously deemed systemic) could
be performed without hindering the activity of the core infrastructure. In the same
vein, if central counterparties such as clearing houses are created in order to limit
aggregate risk on CDSs and some OTC derivatives, it would be necessary to impose
appropriate protection measures for the participants to these central counterparties.

Finally the notion that fine tuned capital requirements could be sufficient to limit
the incentives of bank managers to take excessive risk has revealed grossly incorrect.
Other instruments, such as some form of control of bank managers' remunerations as
well as the implementation of appropriate internal governance measures and ade-
quate risk management systems are certainly much more adapted to curb risk taking
incentives by bankers. We find more reasonable to interpret regulatory capital
requirements as defining, together with other indicators, thresholds for supervisory
intervention rather than recommendations for risk management policies of banks.

Our recommendations in this section are that:

� One should think of the signals triggering intervention as admittedly crude
indicators of the risk of potential problems. Therefore, simplicity if crucial,
because it reduces manipulability and enhances transparency and credibility.

� A single capital requirement, even when it is very complex, is not enough to
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limit risk taking by banks. Therefore, a battery of indicators have to be designed
by regulators, in order to provide simple signal of the various dimensions of
banking risks (including liquidity and transformation risks, risks of large losses,
exposure to macroeconomic shocks, �) and used simultaneously to determine
whether supervisory corrective action is needed.

� Other dimensions of regulatory control are to be explored to explicitly curb the
incentives of bank managers for excessive risk taking: top managers'
remunerations, shareholder representation, and internal risk management
systems. This cannot remain as vaguely defined as in pillar 2 of Basel II.

2. Macroeconomic and systemic considerations

Recent years have witnessed staggering growth of some individual banks, both
nationally and internationally. This is in large part a result of regulatory changes, at
national level (the elimination of restrictions against out-of-State banking in the US)
and also internationally (the elimination of restrictions against activities of foreign
banks in many countries, or the Single Market program in the European Union for
example, with its many bank mergers, starting often with purely domestic ones). This
means that the size of individual banks has grown tremendously, both in large coun-
tries like the US and in small countries (Iceland being only the most extreme case),
whose banks have become very large indeed relative to GDP.

This development has several consequences for the supervision of banks. The first
one concerns political economy considerations. These were discussed already in sec-
tion 1.2. They are of course magnified by the 'too big to fail' syndrome. Big institu-
tions always have bargaining power in 'normal times', through their lobbying of
Governments and supervisors. The aftermath of the Lehman Brothers bankruptcy has
moreover clearly indicated that one cannot afford to let big institutions fail, even if
the cost of a bailout is significant and therefore politically unattractive. This unavoid-
ably raises big banks' bargaining power with supervisors in times of distress too, rein-
forcing the need for independence and expertise of supervisors stressed earlier.

Beyond this, it is important for public authorities to face the evidence: banking
crises do happen in market economies. Therefore, it is important to have in place
explicit crisis-management mechanisms when they come. Given the overreactions
that markets often display,10 market discipline does not work any more in times of sys-
temic crisis, being replaced by destabilizing panics. In such cases, it is important for
the Government to step in, and possibly to inject public funds. Three issues have to
be discussed in this respect: (i) Who decides when we are 'in a crisis'? (ii) What should
be done ex post? And (iii) How to reduce the probability and social cost of a crisis?

As far as the first question is concerned, it is important to involve the three main
actors in the decision process, the Central Bank, the supervisor and the Treasury.
Indeed, each has access to relevant information, and the Treasury brings with it dem-
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ocratic legitimacy. Their task would be, by declaring a crisis, to allow for the poten-
tial release of public funds, something which should not be possible in normal times.
When thinking of the exact decision process by which a crisis can be declared, one
has to keep in mind two objectives: (i) It is important on the one hand to avoid exces-
sive use of public funds through excessively frequent crisis declaration; and (ii) It is
also important that, when a 'real crisis' hits, it is promptly declared, so as to release
needed public funds. Clearly, achieving both objectives can only happen if a crisis-
management system has been devised ex ante, and if regular consultations take place
between the Central Bank, the supervisor and the Treasury at highest level.11

Concerning the second issue, that is, ex-post crisis management, a first thing to
always keep in mind is that undercapitalized banks do not function well as credit
providers to the economy. While there is a natural tendency for public authorities to
delay action � which is fiscally costly � in the hope that things will get better, it is typ-
ically a very bad idea. The contrast between Scandinavia and Japan in the 1990s is
good evidence of that. Quick, real recapitalization has to be preferred to fudging with
accounting standards to pretend that capitalization 'is OK after all' or allowing for low
capital ratios in hard times. This was tried in the US savings and loan crisis in the
1980s with disastrous consequences.12

Ex-post recapitalization of individual banks by public authorities in times of crisis
can take several forms (we do not consider here 'universal' intervention mechanisms
meant to help all banks; on this, see for example Caballero (2009) and Suarez (2008)
among others): partial (or full) nationalization, insurance provision for bank loans, or
the purchase of 'toxic' assets to be parked in a 'bad bank'.13 Our feeling is that there is
no consensus among academics about the best way to proceed here. Some principles
seem natural however: (i) at least as far as banks which are performing worse than the
average of the sector are concerned, there is clearly no reason to protect shareholders
or managers in the process; the goal should be to protect depositors and taxpayers (we
assume that workers have access to the same safety net as workers in non-financial
companies); (ii) while the first principle pleads for a cost-minimizing recapitalization,
a second principle is that speed matters too: this process should not be so slow as to
trigger panics or inappropriate (lack of) lending; the goal is to get healthy banks work-
ing as soon as possible.  

Finally, what about reducing ex ante the probability and social cost of a systemic
crisis? This is connected to the debate on reducing the procyclicality of regulation.
This topic has quite rightly been the subject of various analyses. See for example
Brunnermeier et al. (2009), who describe very well the bad externalities banks in trou-
ble exert on other banks when trying to raise their capital ratios, for example by sell-
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13 Interestingly, this issue generated significant research at the time of the 'transition' from central planning
to a market economy by former communist countries in the 1990s. See for example Mitchell (2001) and
Aghion et al. (1999), who argue that a mixture of recapitalization and the liquidation of non-perform-
ing loans can under some conditions be the optimal solutions for a Government trying to serve the inter-
ests of taxpayers while being at an informational disadvantage with respect to bank management con-
cerning the quality of the loan portfolio.



Macroeconomic Stability and Financial Regulation: Key Issues for the G20  

158

ing assets. It is indeed important for prudential regulation to take into account econ-
omy-wide indicators and not simply individual bank solvency. 

In terms of the subject of this paper, let us here just stress once again the need to
avoid  the danger of bank undercapitalization in bad times. Reducing procyclicality
could then mean aiming at 'adequate' capital ratios in bad times and higher ratios in
good times, so as to limit the vicious circle discussed by Brunnermeier et al. (2009).
One avenue, which they discuss among others, is Spanish-style dynamic provision-
ing. Alternatively, in order to limit the overall amount of capital banks need to have
(and its associated cost), one could follow Kashyap et al. (2008) and their suggestion
of capital insurance. Under this system, banks would pay an insurance premium to
institutions against a promise of capital infusion in times of crisis.

The scheme put forward by Kashyap et al. is ingenious. They are confident that pri-
vate institutions or investors would be willing to provide such capital insurance. This
may be too optimistic. However, it could also be provided by Governments. This is in
fact what happens anyway when Governments end up recapitalizing banks in times
of crisis. The difference with what has happened so far is that the Government could,
ex ante, charge periodic insurance premia against such 'catastrophe insurance'.
Similarly, it is conceivable to require ex ante that banks having access to Emergency
Liquidity Assistance by the Central Banks pay a periodic fee for this service.

Procyclical capital ratios and capital insurance are two ways to introduce 'auto-
matic stabilizers' in the regulatory system, just like we have automatic stabilizers in
fiscal policy, i.e. an anticyclical deficit policy. In this case, the goal is to ensure ade-
quately capitalized banks in times of crisis while limiting the procyclical effect of reg-
ulation. Another idea that would go in the same direction would be the introduction
of procyclical deposit insurance premia (an idea discussed by Dewatripont and Tirole,
1994).

Our recommendations in this section are that:

� Public authorities should expect crises to happen. They should put in place a
mechanism that allows a crisis to be formally declared (an event which will
allow the release of public funds). This means formalizing ex ante cooperation
between the relevant actors (Central Bank, supervisor, Treasury) with this
contingency in mind. 

� Ex-post crisis management should keep in mind that undercapitalized banks do
not function well. One should go for 'real' recapitalization, even if it is costly.
There are several options � temporary nationalization, insuring bank loans or
parking toxic assets in bad banks � that are possible. The objective should be to
get lending going again without delay by properly capitalized banks, without
excessively burdening taxpayers.

� Under current regulation, maintaining adequate capitalization in bad times has
procyclical effects. Avoiding this calls for introducing 'automatic stabilizers' into
the regulatory system, such as higher capital ratios in good times, dynamic
provisioning, capital insurance (privately or publicly provided), or procyclical
deposit insurance premia.    



Section 3: International cooperation

Globalization has underlined both the current limits of, and need for improvements
in, international cooperation in the treatment of distressed banks. There is indeed a
tension between the tendency to favor the growth of international banks (through
global or regional pro-trade and pro-capital mobility policies) and the reliance on
national (whether 'home' or 'host' country) supervisors. 

In this section, we will analyze this issue in various steps. First, we will start with
the case of the European Union, where 'cross-border banks' have been very actively
encouraged. We will then take a more global view. This means considering relation-
ships between big economic areas with more limited cross-border banking links, but
also the case of emerging economies where foreign banks have become very signifi-
cant. 

3.1. The case of the European Union 

In the European Union, the tension between the prevalence of national regulators
and the emergence of cross-border banks, which has been encouraged by the Single
Market initiative, is very significant. This is particularly problematic because one has
witnessed two competing policy rationales over recent years: the first one saying that
the potential of the Single Market, and its associated productivity gains, could only
be realized through synergies resulting from cross-border mergers; and the second one
worrying that it is important for Member States to retain national ownership of their
big banks, for 'strategic control' reasons or mere national pride motives. 

In this respect, what happened recently to the banking and insurance group Fortis
is very instructive (see Box B for details).14 The 2007 takeover battle over ABN-Amro,
which was ultimately 'won' by the trio RBS, Santander and Fortis, was hostile and
controversial (and, ex post, an operation that turned out to be much too expensive
for the acquirers); but it was very much in line with the Single Market programme,
since it accelerated cross-border banking ties. However, by breaking up a 'Dutch
jewel', it was definitely not popular in the Netherlands. And the question of who
should be the lead supervisor of the Belgian-Dutch Fortis was a subject of debate
between the two countries. This did not facilitate cooperation between public author-
ities when the crisis came in September 2008, crisis which, it is fair to say, the Dutch
authorities did take advantage of in order to reassert control over 'their' share of the
bank.

The lesson of this episode is that one can expect competition to be at times 'con-
troversial', especially when things go sour ex post, due to business mistakes or mar-
ket reversals. In such circumstances, one can expect nationalistic reactions, especial-
ly since national authorities see quite differently the acquisition of national firms by
foreign ones than the acquisition of foreign firms by national ones.

Just like with protectionism in general, such adverse asymmetric reactions have to
be kept under control through a credible set of legal provisions. These should take as
starting point the fact that national supervisors can be expected to be pressured to
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pursue national objectives, just like public supervisors can be expected to face lobby-
ing by national industry. 

However, the current practices are not reassuring in this respect. Indeed, relying on
national supervisors (which is currently the case, with consolidated oversight by the
home country supervisor supplemented by domestic oversight by the host country
supervisor), requires coordination and cooperation that is going to be tested in times
of crisis, as the Fortis example demonstrates. Note that the Fortis crisis happened just
after the introduction of the European 'Memorandum of Understanding', which was
meant to promote cooperation in financial stability and crisis management! While
this MoU is full of good intentions (on information exchanges, involvement of all
interested parties, the pursuit of the interests of the banking group as a whole, 'equi-
ty', �), its problem is that it is 'a flexible tool that is, however, not enforceable' as
stressed by Praet and Nguyen (2008, page 371; this is a view also shared by the CEPS
Task Force Report, 2008). 

While it is certainly possible to beef up such MoU's and make them more binding,
one has to face the facts: If one really wants to promote the Single Market in banking
(which makes sense if one wants to pursue the Single Market in non-financial sec-
tors), and therefore the emergence of European and not just national banks, one
should simultaneously favor the emergence of a European supervisor and of a
European deposit insurer. We understand this is not an obvious goal (see the CEPS
Task Force Report (2008) for example on some obstacles on the way to centralization,
an objective it subscribes to), but we think it is necessary.

Note that this statement is related to the Single Market, that is, applies to the entire
European Union and not just the Euro area. We understand that this complicates
things, since there would be an asymmetry between Central Banking, which would
involve several players, and EU-wide supervisor and deposit insurer. The case for
Euro-area supervisor and deposit insurer seems therefore stronger. However, it is
important to stress the crucial need for much stronger coordinated mechanisms of
enforcement than exist now whenever two territories face significant cross-border
banking relationships. 

Our recommendation in this section is that:

� In economic areas which are meant to be very integrated, like the EU, one
should move towards a centralized supervisor and a centralized deposit insurer.

3.2. International coordination in general

The European Union is in a sense an 'extreme' case of economic integration. Note
however that many emerging economies face very significant foreign bank presences.
There too the need for coordination in times of crisis � and in particular 'who takes
care of depositors' � is crucial, especially since these emerging countries have more
limited means of effectively guaranteeing deposits. A crisis in one such country where
depositors would fail to be protected could have devastating effects, by triggering
bank runs on other, 'similar' countries!

The problem is less severe for intercontinental relations involving large rich or
emerging economies, because: (i) they have more ammunition to tackle crises; and (ii)
they have more limited cross-banking relations, even though these have been grow-
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Box B The Fortis case: Limits to international cooperation in rescue
efforts15

In May 2007, together with the Royal Bank of Scotland and Santander, the Belgo-
Dutch banking and insurance group Fortis bought ABN-Amro for a record 71 bil-
lion Euros. This was the result of a hostile takeover battle, where the trio won
against ABN-Amro-top-management-supported Barclays Bank, thanks to a bid
which has higher than the equity offer of Barclays and moreover included 80% of
cash. This offer involved the splitting of ABN-Amro's activities between the three
banks, which 'disappointed' the Dutch public authorities. It is to be noted that, in
terms of oversight, Belgium was and remained lead regulator of Fortis, despite the
importance of the growth in Dutch activities that the acquisition of the ABN-Amro
business implied.
For Fortis, the deal was risky, since it meant buying the Dutch activities of ABN-
Amro as well as its private banking and asset management operations more gener-
ally, for a price of 24 billion Euros, while the market capitalization of Fortis was
around 40 billion Euros at the time. The deal, together with a 13 billion Euro equi-
ty issue, was however overwhelmingly approved by Fortis' shareholders in August
2007.Difficulties surfaced openly in June 2008, with the announcement of a new
equity issue and the cancellation of dividend payments, both in contradiction with
earlier promises. This immediately led to a sharp drop of the stock price, as well as
the resignation of the CEO, Jean-Paul Votron, in July 2008. 
Fortis' weakness proved fatal after the Lehman Brothers failure and subsequent
market meltdown. By September 24, interbank lending to Fortis had collapsed and
significant deposit withdrawals were starting to take place. Since Fortis was faced
with staggering liquidity needs (dozens of billions of Euros by September 29), the
Governments of Belgium, Luxembourg and the Netherlands agreed to a concerted
recapitalization (against equity stakes) on September 28, committing respectively
4.7, 2.9 and 4.0 billion Euros in Fortis Belgium, Fortis Luxembourg and Fortis
Netherlands.
This agreement failed however to calm the markets, obliging the National Bank of
Belgium to keep providing massive Emergency Liquidity Assistance to Fortis in the
next days. A second round of negotiations then followed, with the Dutch side buy-
ing on October 3 the Dutch activities of Fortis as well as its ABN-Amro activities,
for a combined total of 16.8 billion Euros. The Dutch Finance Minister, Wouter Bos,
went on Dutch TV boasting that 'they had managed to buy the better part of Fortis,
leaving the worse one to the Belgians'. It was also revealed later on that the Dutch
side had never paid the 4.0 billion Euros they had promised on September 28. After
the departure of the Dutch part of Fortis, the Belgian Government has attempted
to sell most of the remainder of Fortis activities to BNP-Paribas. Court opposition
by Fortis shareholders (unhappy about the consequences of the deal on the price
of Fortis Holding shares) casts a shadow on the future of this operation.

15 See for example van de Woestyne and van Caloen (2009).



ing over time, especially with the opening up of banking markets and the spread of
risks through securitization.

However, let us stress again that, unfortunately, the regulatory and supervisory
safeguards have been raised to match these evolutions. Indeed, as Asser (2001, page
3) stresses: 

"To protect banks and banking systems against the risk of international financial
contagion, bank regulators around the world have embarked on an extensive
program of harmonizing prudential banking standards among countries and
fostering closer cooperation between national bank regulators. � It is fair to say
that, as a result, the principal licensing and prudential requirements written into
national banking laws have reached a high degree of uniformity. One of the
reasons for this success is that it has been comparatively easy to identify best
practices for these requirements.
In contrast, little international uniformity of law or practice exists in the area of
banking regulation governing the treatment of banks in distress."

While of course recent history has shown that the 'success' of harmonized capital
ratios should not be exaggerated (see our discussion in Section 1), it remains true that
harmonization still has not taken place concerning the treatment of banks in distress.
Clearly, this can lead to a host of problems, especially since we have to keep in mind
that crisis management has to take place with under great time pressure. Let is sim-
ply stress the two most important ones:

First, there is the issue of when public intervention can take place and what are the
public intervention powers. We have stressed earlier that the US system establishes by
FDICIA, with PCA, was a good idea; but this system is definitely not generalized, mak-
ing such prompt action unavailable in other countries.

Second, and most importantly, is the question of depositor protection. Note that
banks, when setting up operations in a foreign country, can go for subsidiaries �
which then have legal personality in that country and become national firms � or
simply branches, which remain an integral part of the bank. However, as stated for
example by Krimminger (2008, page 384), even for branches, deposit insurance rarely
extends beyond a country's  borders:

"Under most national deposit insurance systems, deposits of domestic branches are
insured by the domestic deposit insurance system and deposits in a host country
are insured, if at all, by the host country's deposit insurance scheme. Under US law,
depositors in foreign branches of a US bank are not insured under the FDIC's
deposit insurance and are subordinated to uninsured depositors of the US branches
in the distribution of the proceeds from the sale of the bank's assets. Depositors in
foreign branches of US banks are covered by FDIC deposit insurance only if the
deposit is payable in the US in addition to the foreign branch." 

There are therefore clear potential incentive problems facing the home supervisor in
terms of consolidated supervision, with the risk of being pressured to 'limit damages'
and leaving part of the mess to foreign countries. This can be really dangerous in
terms of contagion.

While it is beyond this short paper to analyze in detail the way forward in terms
of cooperation in crisis management, we can highlight a couple of general principles:

1. While a global supervisor and deposit insurer may be beyond reach, it has to be
considered seriously if one really wants to integrate further the banking market.
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What applies to the EU Single Market applies, mutatis mutandis, to a Single
World Market. Concretely, one could give real powers to a supranational
authority like the Basel Committee on Banking Supervision.

2. If one thinks that centralization is either impossible or undesirable, one should
at least get serious about joint crisis management. The two goals of avoiding
contagion and avoiding regulatory arbitrage by banks should be kept in mind.
We have already stressed the need to harmonize intervention thresholds,
following and idea like PCA. Moreover, if one keeps the idea of domestic deposit
insurance, whatever the legal form of cross-border banking relationships, it is
crucial to think of a more even-handed approach between home-country and
host-country supervision. Indeed, the decision of whether to 'save' the bank,
and therefore fully protect all its depositors, and at which conditions, should in
fact be taken jointly by the various authorities. More generally, in the absence
of a supranational supervisor, what is required is an ex-ante credible agreement,
or MoU, between the various countries about how to share supervisory and
deposit-insurance responsibilities. Such a MoU should be as explicit as possible
in order to have a chance of functioning in times of crisis. Once again, there
should be standardization of such MoU's to spread best practices.

Our recommendations in this section are that:

� If one wants to keep integrating the world banking market, one should seriously
consider partial centralization of supervision and deposit insurance at the world
level.

� Barring such centralization, it is important to foster best practices in establishing
credible Memoranda of Understanding for cross-border banking crisis
management between authorities that detail in particular the respective rights
and obligations with respect to intervention thresholds and deposit insurance.
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Introduction and recommendations

The East Asia/Russia/Brazil crisis of 1998 first highlighted the link between weak cor-
porate governance, weak institutional infrastructure in emerging markets and finan-
cial stability. The OECD and the World Bank were entrusted with improving emerg-
ing market standards and today the OECD Principles of Corporate Governance are
one of the twelve keys standards of the Financial Stability Forum. 

The Principles did not prevent the corporate scandals of 2002 in the United States
and Europe showing that major corporate governance failures could also occur in
developed markets. There were no financial stability problems associated with these
scandals. The OECD Principles were revised. The United States adopted the Sarbanes-
Oxley Act and other reforms. G20 and other countries adopted their own measures.
The international debate focused on the international incompatibility of the reforms,
an alleged lack of enforcement outside the United States and shifting capital market
competitiveness, with European and Asian markets taking away "market share" from
New York.

The current crisis originated in developed markets, it has caused financial instabil-
ity, it involves contagion and has spilled over into the real economy. It has brought
to light classic examples of board failure on strategy and oversight, misaligned or per-
verse incentives, empire building, conflicts of interest, weaknesses in internal con-
trols, incompetence and fraud. 

However, these corporate governance failures have not followed a simple pattern.
There have been problems at widely held banks, at banks with a large shareholder and
at banks controlled by the state. There are robust banks and distressed banks with
similar corporate governance characteristics. Equally there is no simple pattern across
countries. Banks have collapsed in countries with weak shareholder rights and in
countries with strong shareholder rights. Banks with weak governance have collapsed
in one country, but banks with equally weak governance did not collapse in other
countries. It is unclear who is a culprit and who is a victim.

To complicate matters further it is likely that even with perfect governance at the
level of individual institutions, systemic failure would have occurred. Governance at
the firm level did not take into account the financial stability implications of selling
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or purchasing certain financial services. At the micro-level it appeared that risk could
be insured and lending expanded profitably. In many cases there was no agency prob-
lem at the firm level. Shareholders and boards encouraged executives to expand and
leverage. Corporate governance was never designed to internalize contributions to
systemic risk. 

Finally, many non-bank institutions on the periphery of prudential regulation
have contributed to the leveraging of the world economy. Pension funds and asset
managers of all sorts purchased what turned out to be "toxic assets", either directly or
by purchasing shares in institutions that did. Private equity firms drove up leverage
in the corporate sector, with the consent of the buyout targets' shareholders and of
their own investors. Competitive pressure from non-banks drove banks to engage in
new riskier activities and to increase total remuneration. Central gatekeepers like
credit rating agencies and analysts did not raise the red flag. These developments pose
new challenges for prudential regulation, which has traditionally focused on banks.

The most likely explanation of these facts is varying combinations of corporate
governance failure with regulatory failure and herding. This would explain why some
banks within the same countries failed and others did not. It would also explain why
some countries have avoided major bank failures while others could not. Corporate
governance was no-fail stop device for regulatory failure. The inability of individual
banks to incorporate systemic risk into their corporate governance and incentive con-
tracts amplified these problems. 

Independent academic research has not yet caught up with events. It will take
many more months before we have conclusive empirical analysis on what so far are
casual empiricist observations.

Moving forward the global rescue of financial institutions has amplified moral haz-
ard at all levels. Regulation must become more fault-tolerant and corporate gover-
nance has a potential role to play.

The G20 should pursue three basic policy objectives on corporate governance and
the prevention of a future credit crisis : 

1. Study the governance and regulatory failures associated with the current crisis
for each institution and formulate, encourage or force necessary change.

2. Make the system more robust by creating advocates of financial stability and
financial stability incentives that can be built into the governance of financial
institutions.

3. Ensure the international compatibility of regulation and corporate governance
reforms and thus avoid the problems experienced after Enron.

Specific recommendations are:

First, on the corporate governance of individual institutions:

� Encourage or force banks to follow the example of Union Bank of Switzerland
(UBS) and conduct a detailed investigation of the sources of their write-downs
and propose measure for their future avoidance to shareholders and regulators.

� Recognize that banks need to recruit individuals of outstanding competence and
integrity to run them, especially once they are recapitalized, nationalized or re-
privatized. Contracts should be modified to take into account the lessons of the
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crisis, but this should be based on rigorous analysis of the facts and not on
intuition, political or media pressure.

� Recognize that uniform restrictions on bonuses and total remuneration at
distressed banks often affect the wrong people and can create perverse
incentives. If governments wish to claw back excessive bonuses and salaries paid
out during the run-up to the crisis they can attempt to do so through the tax
system.

Second, on building financial stability into corporate governance:

� Consider the creation of an international Financial Stability Fund (FSF) that
takes common share and preference share equity positions in the financial
institutions of participating countries.1 The FSF would fill a gap in shareholder
monitoring of banks. It would hold influential equity positions in all financial
institutions and internalize financial stability concerns. The Fund would provide
a natural home for bail-out equity stakes in times of crisis. The Fund would be
multi-national and thus void of mercantilism and/or protectionism. It would be
largely immune to capture by the banks it invests in. The Fund could be given
broad guidelines on the governance and lending practices it should promote.
The FSF would be broadly autonomous, like the European Central Bank or the
Bank of England, and thus protected from political interference. The staff of the
Fund would be free to find institution specific solutions to meet its brief, which
should be preferable to inflexible, uniform and potentially inappropriate
legislation at the national level. The Fund would devote more resources to
shareholder monitoring than a private or public sector pension fund. The FSF
would also monitor the corporate laws,  securities regulation and other
corporate governance provisions applicable to the banks it invests in. Private
institutional shareholders would monitor the Fund. The FSF would seek a
dialogue with these investors. The FSF would be accountable to its sponsoring
governments and the general public.

1. Did corporate governance failure at banks cause the current
crisis?

Corporate governance can be defined as "concerned with the reconciliation of con-
flicts of interest between various corporate claimholders and the resolution of collec-
tive action problems among dispersed investors." (Becht, Bolton, Roell 2005). In gen-
eral a corporate governance problem arises whenever an "outside investor wishes to
exercise control differently from the manager in charge of the firm." 

The corporate governance literature has traditionally focused on the problems
associated with dispersed equity holding and the collective action problem among
equity investors. BBR survey five alternative mechanisms that may mitigate the con-
flict between managers and dispersed equity holders: (i) partial concentration of own-
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ership and control, (ii) hostile takeovers and shareholder activism, (iii) delegation and
concentration of control in the board of directors, (iv) alignment of managerial inter-
ests with investors through executive compensation contracts, and (v) fiduciary
duties for CEOs together with mechanisms to seek redress for past actions. The sur-
vey concludes that there is a fundamental tradeoff between large shareholder inter-
vention and the prevention of large shareholder abuse.

In practice managers and shareholders share control with creditors and potential-
ly with other corporate constituencies, like employees. Provided creditors have liqui-
dation rights sharing control with them can provide an effective incentive scheme for
management.  In contrast to equity ownership creditor governance is tougher the
more dispersed the debt. Dispersed creditors find it more difficult to agree on debt
restructuring and hence they are more committed to liquidate, providing stronger
managerial incentives (see Hart and Moore, 1995; Dewatripont and Maskin, 1995;
and Bolton and Scharfstein, 1996). 

The standard corporate governance analysis also applies to banks, except that
banks traditionally have depositors. Depositors tend to have no protection from
covenants but because they can run and cause a banking crisis they are implicitly or
explicitly insured. Prudential regulation can be seen as the governance mechanism
for representing depositor interests and as protecting the interest of the taxpayers pro-
viding the deposit insurance (Dewatripont and Tirole 1994).2

In the run-up to the credit crisis banks increasingly issued bonds and leveraged
using short-term credit. In theory creditor governance became tougher. In practice
short term creditors "ran" by not rolling over their loans and ex-post bank creditors
were treated like depositors. Creditor governance in the ordinary sense failed. Hence,
in what follows I focus on equity governance.

Corporate governance failure at banks?

An intuitive case can be made that the collapse of major financial institutions during
the current crisis has its roots in the classic governance conflict of interest between
managers and dispersed shareholders. Agency problems in banks are likely to be larg-
er than in other types of corporations (Levine 2004). Banks are complex organizations
and the asymmetry of information between executives, the board and shareholders
makes monitoring largely ineffective. As discussed already, depositors are not direct-
ly involved in the governance of banks and insured. 

Bank executives can take wide-reaching decisions with large material consequences
that take effect in hours, not in days, months or years. The growth of banks through
acquisitions, the increasing complexity of their asset and liabilities sides and interna-
tional expansion all contributed to tilting the balance of corporate power firmly in
favour of bank executives.

Bank executives are said to have used this advantage to grow their institutions in
size and to reward themselves richly in cash, shares and options. They lavishly refur-
bished their offices and ordered corporate jets. They fuelled the financial bubble with
reckless lending. They sold complex financial products at inflated prices. They took
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what turned out to be wild gambles. Shareholders, boards and regulators were unable
to stop executives from engaging in these dangerous activities. 

Bankers supported sports events and the arts. They enjoyed enormous social pres-
tige. They were on best terms with the highest levels of government, which bestowed
them with honours. When the music stopped playing bankers had brought the
World's financial system to a halt and plunged the real economy into a deep reces-
sion that might result in a depression or hyperinflation. Important gatekeepers like
auditors, analysts and credit rating agencies were conflicted or incompetent.
Regulators were captured or fooled.

This exaggerated account of the standard governance failure analysis leading to the
current crisis has motivated numerous policy recommendations to be put forward in
recent months. Some have already been implemented or cast into parliamentary pro-
posals. This is worrisome because there is no solid empirical evidence yet that the
classic agency problem between dispersed shareholders and managers has caused all
the bank failures and problems we have observed. 

Does the governance failure view fit the facts?

Executive incentives

Executive contracts provide monetary and non-monetary incentives that are sup-
posed to align the interests of senior management with those of shareholders and
potentially with other constituencies. Monetary incentives include base salaries,
bonuses, equity ownership plans and option plans. Implicit incentives include dis-
missal, career prospects and social prestige. Both types of incentive are potentially
important.

Most empirical studies of executive compensation have focused on the sensitivity
of pay to corporate performance and the likelihood of dismissal following poor per-
formance. Large increases in the level of pay in the 1990s, particularly in the United
States, were justified by the large returns to shareholders earned before the 2003 stock
market collapse. Executive remuneration became highly controversial when pay
remained high after stock prices fell ("reward for failure"). Severance pay arrange-
ments have also attracted severe criticism. The limited downside but apparently
unlimited upside in pay-performance sensitivity has raised suspicions of self-dealing
by corporate managers. 

The self-dealing hypothesis has been put forward most forcefully in the United
States because pay levels are much higher on average than elsewhere and boards
enjoy much greater autonomy than in most other countries.3 CEOs are alleged to con-
trol the nomination process in corporate elections and appoint their own boards. The
boards then reward them with excessively generous remuneration packages.4 The
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back dating of options scandal provided additional support to this view.5

Did bank executives suffer losses as a result of the crisis? To my knowledge there is
no systematic answer to this question yet, but press reports suggest that some losses
were substantial.6 Senior executives did have a large portion of their wealth invested
in the shares of the institutions they managed. Some executives even kept these
shares after retiring. Proponents of the self-dealing hypothesis will argue that despite
the losses the cash remuneration received over the working life of these executives is
more than sufficient to retire comfortably. This might well be true, especially if the
executives left the firm prior to the credit crisis. 

Implicit loss is incurred from dismissal. Again we are still lacking global statistics,
but in the most glaring cases the senior executives and/or the Chairman did have to
depart. In Europe's smaller countries some chief executives and chairmen of failed
banks decided to emigrate, at least temporarily. In the United Kingdom there have
been petitions to revoke the "Sir" of the former chief executive of a leading failed
bank. 

It is important to find out exactly what incentive structures were in place at finan-
cial institutions prior to the credit crisis and why they failed. Taxpayers demand an
answer and reform should not be based on populist accusations and guesswork.
Researchers find it difficult to get access to data on executive contracts and remuner-
ation packages outside the United Kingdom. Even in the United Kingdom it is gen-
erally not possible to obtain such data for non-listed companies and below the sen-
ior executive level. G20 governments have the power to commission such an investi-
gation. 

Pending a systematic answer we do know that there was a failure in executive
remuneration. If the executives responsible for bringing about the crisis only suffered
mild losses their incentives were not aligned with those of shareholders and they
were engaged in self-dealing. If the executives did suffer large losses comparable to
those of shareholders their incentives were aligned, but the contract was flawed any-
way because it did not prevent the crisis. 

In each case the outcome for financial stability is the same, but the corporate gov-
ernance and regulatory implications are different. If executives engaged in self-deal-
ing active monitoring by shareholders and boards must be strengthened, as many
commentators have argued for the United States. If executives and shareholder joint-
ly failed to prevent the crisis the incentive contracts for both groups must be
redesigned. Strengthening shareholder rights and boards would not prevent a future
crisis. 

The current policy response in several G20 countries has been to impose general
limits on the total remuneration of executives at institutions that have received cap-
ital injections or other financial help from the government. The measures are often
justified by a moral hazard argument: bankers who were responsible for bringing
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about the current crisis should not be rewarded with taxpayer money after their insti-
tutions have failed. 

This argument is seductive but has several faults: One, moving forward uniform
restrictions are unlikely to cure potential incentive problems at banks. As I agued
above a conclusive analysis is still pending but preliminary evidence suggests that the
problems are complex and often institution specific. Two, in terms of moral hazard
the remuneration restrictions tend to affect the wrong individuals. Many of the exec-
utives who led their banks into the crisis have already departed with their bonuses. If
governments have the desire to claw back excessive salaries and bonuses paid out dur-
ing the credit expansion they could use the tax system to this effect. Three, general
remuneration restrictions across banks are likely to have perverse effects. New forms
of remuneration will be invented that have the sole purpose of avoiding government
regulation. Four, as was frequently pointed out in Germany, bank executives might
be discouraged from applying for required capital injections because they do not
want to become subjected to the associated constraints. 

Bebchuk (2009) discusses specific incentive problems arising from TARP II.

Large shareholders

A powerful approach to mitigating the collective action problem of dispersed share-
holders is the presence of a large shareholder with a strong economic interest and vot-
ing rights. This blockholder has an interest in monitoring the board and through the
board the management. Through the board the blockholder also has the ability to
appoint or remove the management.

Pending systematic analysis, it is not clear that blockholder controlled banks have
been systematically more prudent. It is true that most of the spectacular failures
occurred at widely held banks. It is also true that there are examples of blockholder
controlled banks that have been particularly resilient. The largest remaining Icelandic
bank has a Chairman who owns a controlling block.7 On the other hand casual
inspection of the New York Times (2009) bailout list shows that two of the banks with
the highest reported ratio of nonperforming loans to cash on hand (the "Texas ratio)
are run by blockholders owning more than 30% of the equity capital. Blockholder
controlled banks in other countries too have incurred substantial losses.

Very recent evidence from Germany on the state as the concentrated owner of
banks is not encouraging (Hau and Thum 2008). The research shows that running up
to the third quarter of 2008 state controlled banks incurred larger losses than private
banks. State control is also negatively correlated to quantitative measures of educa-
tional background, finance experience and management experience of board mem-
bers. Yet it would be incorrect to conclude that state control of banks is always bad.
Banks with concentrated state ownership in other G20 countries, and some in
Germany itself, have made fewer losses during the crisis than their peers.

More perplexingly in some countries ownerless banks like cooperatives have
shown themselves to be extremely robust. The same is true for other "exotic" forms of
ownership, like partnerships limited by shares. Again, further investigation is needed.
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Shareholder activism

Shareholder activism is a potential alternative to permanently concentrated owner-
ship. Activism takes two different forms. Large institutional investors increasingly
monitor their equity portfolios for underperformance. They meet with portfolio com-
panies and regularly vote their shares. Traditionally their influence over boards and
management has been limited for legal reasons in the United States and for reasons
of tradition in continental Europe and Asia.8 Traditional activism is most developed
in the United Kingdom where institutional holdings are relatively concentrated, insti-
tutional investors are well organized and the legal system grants them great influence
over corporate boards through corporate elections. 

In practice even the largest institutional investors hold relatively small stakes in
large financial institutions. They also find it hard to justify to their beneficiaries or
clients why they should spend large amounts of money on monitoring portfolio com-
panies when they only internalize a small portion of the benefits. Even large public
pension funds find it hard to justify significant expenditure on active monitoring,
beyond the exercising of votes and regular due diligence (Table 1). Traditional
activism was unable to prevent bank failures, even in the United Kingdom.

A second source of activism is specialist funds that purchase share blocks in target
companies with the intention of bringing about change. These funds have the advan-
tage of internalizing a larger proportion of their activist activity, provided they are
successful. Prominent examples of interventions by such funds in banks included
ABN Amro, HSBC and UBS. Judging from these and other examples it is not clear
either that specialized activist funds are particularly well suited to act as anchors of
prudence. Their most common objective is corporate restructuring (Becht, Franks and
Grant 2008).

The Board

Most reform efforts in corporate governance have focused on the board and for good
reasons. In general it is the mission of the board to select the CEO, to monitor man-
agement and to approve important decisions. In practice the role, structure, func-
tioning, composition and size of boards differ substantially across countries and
organizations. Boards become crucial in times of crisis, as we have just observed. 

There are many reasons why boards can be ineffective. Boards are often not inde-
pendent from the CEO and even when they are CEOs have superior information.
Directors generally prefer to assume an advisory role than to be confrontational.
Directors generally have a limited financial interest in the corporation and when they
do they are no longer considered independent. In practice the chairman of the board
assumes a leading role.

There is extensive empirical research on corporate boards that has been surveyed
several times (Romano 1996, Bhagat and Black 1999 and Hermalin and Weisbach
2003). The bulk of this research has focused on the relationship between board inde-
pendence and corporate performance concluding that there is little or no measurable
relationship. There is also consensus that large boards do not function well.
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The research on German banks (Hau and Thum 2008) appears to be the first to
relate financial losses at banks to board composition and director qualifications. As
discussed already losses are negatively correlated with director qualifications. 

Again, the role of boards in the period leading up to the credit crisis and the role
of boards during the crisis needs to be investigated thoroughly. Based on all we know
one should not hope that boards can prevent the next financial crisis. However, we
do know that board failure can result in disaster and continued attention must be
paid to ensuring that the boards of financial institutions meet the highest manage-
ment science standards.  

Corporate Acquisitions

The finance literature has documented that corporate acquisitions programmes are
extremely hazardous for the shareholders of the acquiring companies. Many of the
largest corporate scandals 2002 were related to aggressive acquisitions programs that
failed. Mergers and acquisitions also lie at the heart of some of the largest bank fail-
ures we have observed during the current crisis. It is tempting to blame poor acquisi-
tions on a lack of shareholder rights. In the United States shareholders in most states
have indeed no direct say on corporate acquisitions. However, shareholders did
approve the most damaging acquisitions made by banks in the United Kingdom and
in Belgium. Again, this is an area that deserves more detailed investigation.
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Table 1 Sovereign Pension Funds : By Assets Under Management

Ranking Country Pension Fund AuM ($bn)

1 Japan Government Pension Fund 936
2 Norway Government Pension Fund 286
3 Korea National Pension 203
4 South Africa GEPF 178
5 Sweden AP Fonden 1,2,3,4,7 135
5 Taiwan Postal Savings 128
7 Canada Canada Pension 100
8 Malaysia Employees Provident Fund 82
9 Singapore Central Provident Fund 70
10 Spain Fondo de Reserva Seguridad 47
11 France FFR 41
12 Kuwait Public Institute / Social Security 40
13 China National Social Security 36
14 India Employees' Provident 32
15 Finland Local Government Pensions 29
16 Ireland National Pensions Reserve Fund 25
17 Australia Future Fund 14
18 New Zealand New Zealand Superannuation 10
19 Thailand Government Pension Fund 9

Note: Sovereign Pension Funds in the ranking of the 300 largest pension funds in the world by assets under
management at the end of 2006.

Source: Watson Wyatt Worldwide (2008)
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2. Systemic failure

Corporate governance and regulatory failures at individual institutions were ampli-
fied by the fact that the parties did not internalize the effects of their actions on the
rest of the financial system. This failure also applies to institutions that did not suf-
fer a corporate governance problem in the classic sense. 

Mispricing of risk

The UBS (2008a) report on the causes of its sub-prime write-downs states that the risk
on mortgage-back securities was mispriced inside the bank, which induced traders to
take on too much risk. Even if the incentive schemes for traders applied the correct
formula, they could not work with incorrect prices. The same was true at the macro-
level. Contributions of individual leveraging to systemic risk were not priced in and
as a result many institutions took on too much risk.

For example, there were no obvious corporate governance problems in large lever-
aged buyouts. Target shareholders received substantial premia and willingly sold their
shares. The providers of leveraged finance received extensive documentation and
undertook due diligence. The managements negotiating the buyout deals were fully
aware of the details and were given high-powered incentives for generating cash-flow.
Yet, these buyouts contributed substantially to credit expansion in the corporate sec-
tor. This is a new problem that the corporate governance literature has not addressed. 

Passing on problems

Shareholder activism increased substantially in the run-up to the crisis and resolved
a number of agency problems between widely held bank shareholders and the bank's
management. From the perspective of the activist funds and the banks' shareholders
these interventions were positive, at least prior to the crisis. From a financial stabili-
ty perspective the interventions only passed on problems instead of solving them at
the root.

Example 1: A well known activist fund engaged with a medium sized mortgage bank
in continental Europe. As a result the bank sold off non-performing debt before the
credit crisis took hold (Becht, Franks and Grant 2008). The engagement reduced the
agency problem between the management and the shareholders of the bank. It did
not help financial stability because the bad loans were simply passed on to someone
else in the system, in this case a Japanese bank and a U.S. distressed debt-fund spe-
cialist. 

Example 2: TCI intervened at ABN-Amro. From a corporate governance perspective
TCI's intervention shook up an underperforming bank and forced corporate restruc-
turing through a takeover. ABN-Amro shareholders received an advance payment of
the expected restructuring gains in the form of a large takeover premium. Ex-post the
problems of ABN-Amro were passed on to the United Kingdom and Belgium. The cor-
porate governance problem at ABN-Amro had been solved but a new problem had



been created at the Royal Bank of Scotland and Fortis.9 Banco Santander apparently
secured the best part in the deal, but it also suffered from the financial instability
caused by the subsequent problems at RBS and Fortis. TCI incurred substantial losses
from in other financial stocks in its portfolio induced by the financial crisis. All par-
ticipants clearly failed to internalize the negative financial stability externality ema-
nating from an individually rational deal.  

A Financial Stability Monitor

Going forward the current bailout programmes will amplify systemic moral hazard
problems. Prudential regulation and supervision was not sufficient to prevent the cur-
rent crisis. It would be beneficial to have a second line of defense and to build finan-
cial stability into corporate governance at the level of individual institutions. 

Existing research suggests that the most robust corporate governance device at the
micro-level is semi-concentrated ownership, provided the owner has the proper mon-
itoring incentives and no major conflicts of interest. To solve the systemic problem
emphasized here the monitor must also internalize global financial stability. 

There are no existing institutions one can think of that could play this role. The
relevant institution must be large enough to hold significant stakes in all banks.
Equally it must be willing to devote significant resources to monitoring the banks and
ensuring that they comply with financial stability criteria. 

Private institutional investors like company pension funds or insurance companies
cannot play the role of a financial stability monitor. They are subject to competitive
pressure and would find it hard to find beneficiaries who want to pay for upholding
the financial stability public good.

The closest we have to the ideal financial stability monitor are large public pension
funds (Table 1). These funds are so large and diversified that they "own the World".
Typically they do not serve the interest of national governments but of their pension
beneficiaries. They internalize bad debt by one institution sold to another and indi-
vidual contributions to increases in global risk. However, individually the funds are
too small to hold significant stakes in large financial institutions. They can also
decide to divest from certain asset classes, regions, sectors or companies.

3. A financial stability fund?

The ideal monitor could be a newly created Financial Stability Fund (FSF) that takes
significant equity positions in all financial institutions of participating countries that
contribute to systemic risk. In normal times the fund would have the task of moni-
toring financial institutions as a large shareholder. 

In times of crisis the fund could seamlessly provide additional equity capital to a
bank. Its influence over the bank would increase with the size of its stake. The fund
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9 It is debatable whether there was a corporate governance problem associated with the acquisition at RBS
and Fortis. Ex-post both banks paid too, but in both cases the acquiring banks' shareholders approved
the acquisition.



would complement the role of prudential supervisors. The fund would work with
other long-term investors and deal with issues prudential supervisors are badly
equipped to deal with, for example the appointment of boards, approval of acquisi-
tions and other important shareholder decisions. In addition to having an active
shareholder monitor at the banks looking after their interests, international taxpay-
ers would have a share in the upside of the financial system, instead of insuring it
with no residual control or claim. 

The German Finanzmarktstabilisierungsanstalt (SoFFin) contains elements of the
envisaged FSF (see Box 1), but has a different purpose. It is designed to deal with the
current crisis and is limited in time. The SoFFin does not become involved in the gov-
ernance of banks on a case-by-case basis. Instead it imposes restrictions, in particular
on executive remuneration and payout policy. The Fund only assists German banks.
The fund does not invest in all banks but only in distressed banks, upon request. The
TARP II programme in the United States is similar to the SoFFin.10

The Financial Stability Fund would provide a long-term response to the financial
crisis and resolve many problems of the current response: 

1. Beggar-thy-neighbor. National stability funds like the SoFFin lend themselves
to solving the problems of local banks at the expense of neighboring countries,
for example by giving guarantees intended to attract private lenders or equity
investment. The FSF would be invested in all banks and have no interest in
pursuing such policies. 

2. Small countries. The FSF would prevent small countries hosting banks that take
excessive risks. The FSF would also allow small countries from hosting large
international financial institutions they could not recapitalize on their own. 

3. Bail-out stakes. The FSF would offer a coherent approach to administering the
bail-out equity stakes governments have acquired during the crisis. It is likely
that governments will be holding these stakes for many years. 

4. Capture. The FSF would invest in many banks in several countries. It is unlikely
that any one bank or group of banks could capture the fund. 

5. Principle based. The Fund could be given broad guidelines on the governance
and lending practices it should promote. The staff of the Fund would be free to
find institution specific solutions to meet its brief, which should be preferable
to inflexible, uniform and potentially inappropriate legislation at the national
level.

6. Autonomous. The FSF would be broadly autonomous, like the European
Central Bank or the Bank of England, and thus protected from political
interference. Political interference has been a cause of substantial losses at state
controlled banks in some G20 countries.

7. Shareholder monitor. The Fund would devote more resources to shareholder
monitoring than a private or public sector pension fund. 
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10 The SoFFin and TARP II have been criticized for imposing restrictions on banks that create perverse
incentives. Bank executives have an incentive to avoid getting help from the TARP because of the restric-
tions it imposes (Bebchuk 2009). The FSF would avoid this problem by taking equity positions in all
banks on a permanent basis. Bank executives would be monitored by the FSF at all times.



8. Company law monitor. The FSF would also monitor the corporate laws,
securities regulation and other corporate governance provisions applicable to
the banks it invests in. 

9. Private sector oversight. Private institutional shareholders would monitor the
Fund's activities. The FSF would seek a dialogue with these investors.

10. Public sector oversight. The FSF would be accountable to its sponsoring
governments and the general public.
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The current crisis is not only systemic, but global: it involves the advanced countries,
emerging market countries, and poor countries. There is no decoupling, and solutions must
involve reciprocal commitments and actions. The G20 process and the London Summit
process offer the prospect of concrete, implementable results that can restore confidence
and lead the way to recovery.

The essays in this e-book, first presented at a seminar with the G20 Deputies on 31 January,
analyze a range of reform proposals:

• Address global imbalances by creating insurance mechanisms for countries that forego
reserve accumulation and stimulate domestic expansion; and by accelerating the
development of financial systems in emerging markets, in particular local currency bond
markets and foreign currency hedging instruments. 

• Use macroeconomic policy to meet any threat of deflation promptly, with a zero interest
rate policy and quantitative easing, and an inflation target to avoid expectations of
deflation.

• Design fiscal stimuli cooperatively, so that they internalise the effective demand
externalities of the stimulus while reflecting each country's 'fiscal spare capacity'. 

• Mitigate procyclicality by adjusting the Basel II capital requirements using a multiplier
based on macroeconomic conditions. 

• Create a centralized clearing counterparty for CDS trades without further delay. Consider
requiring that CDS be exchange-traded and prohibiting naked CDS. 

• Sever the link between credit rating agencies (CRAs) and issuers, so that a CRA's rating
cannot be influenced by the prospect of future business with the issuer. Prohibit indirect
payments by issuers to CRAs in the form of the purchase of consulting or pre-rating
services. 

• Consider eliminating the 'hard wiring' of the CRAs in the regulatory system - less rather
than more regulation here.

• Force greater disclosure of information about the underlying pool of securities for
structured instruments.

• Establish a harmonized bankruptcy regime for banks, based on US-style 'prompt corrective
action', giving the supervisor strong powers over bank managers and shareholders before
the bank is technically insolvent.

• Consider the creation of an International Financial Stability Fund that takes equity
positions in the financial institutions of participating countries and monitors their
activities.
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