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 The changes in the distribution of earnings during the 1980s have been studied extensively.
 The two most striking characteristics of the decade are (a) a large increase in the college/high
 school wage gap, and (b) a substantial rise in the variance of wage residuals. While this second
 phenomenon is typically implicitly attributed to an increase in the demand for unobserved skill,
 most work in this area fails to acknowledge that this same increase in demand for unobserved
 skill could drive the evolution of the measured college premium. In its simplest form, if higher
 ability individuals are more likely to attend college, then the increase in the college wage premium
 may be due to a increase in the relative demand for high ability workers rather than an increase
 in the demand for skills accumulated in college. This paper develops and estimates a dynamic
 programming selection model in order to investigate the plausibility of this explanation. The results
 are highly suggestive that an increase in the demand for unobserved ability could play a major
 role in the growing college premium.

 1. INTRODUCTION

 The changes in the distribution of earnings during the 1980s have been studied extensively.

 The two most striking characteristics of the decade are (a) a large increase in the college/
 high school wage gap, and (b) a substantial rise in the variance of wage residuals. While
 this second phenomenon is typically implicitly attributed to an increase in the demand for
 unobserved skill,' most work in this area fails to acknowledge that this same increase in
 demand for unobserved skill could drive the evolution of the measured college premium.
 In its simplest form, if higher ability individuals are more likely to attend college, then

 the increase in the college wage premium may be due to an increase in the relative demand
 for high ability workers rather than an increase in the demand for skills accumulated in
 college. This paper develops and estimates a dynamic programming selection model in
 order to investigate the plausibility of this explanation. The results are highly suggestive
 that an increase in the demand for unobserved ability could play a major role in the
 growing college premium.

 There are at least two reasons to be interested in this topic. First, for policy makers
 intent on helping the American workforce adjust to the changing wage structure this
 distinction is crucial. If the value added of attending college truly rises, they may consider

 policies aimed at subsidizing the skills learned in college. However, if it results from an
 increase in the payoff to other types of skills, then policies focused on skill acquisition
 earlier in life would be more appropriate. Second, it will also aid in understanding the

 1. See for example Juhn, Murphy and Pierce (1993).
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 666 REVIEW OF ECONOMIC STUDIES

 nature of the change in the demand for skills. For example, recent papers by Acemoglu

 (1999) and Beaudry and Green (1998), argue not only that there has been an increase in

 the demand for college skill, but that the increase in college skill actually drove the changes
 in the college wage gap. This explanation seems much less plausible if the rise in the

 college premium is due to a rise in the demand for ability rather than a rise in the demand
 for college educated workers. Another line suggests that the rise of computers may have
 changed the workplace (Krueger, 1993; Autor, Katz and Krueger, 1999). It is not clear
 which skills taught in college should be complementary with computer use, but it seems
 quite feasible that the type of individual who chooses to attend college might be more
 likely to excel at computer work. For example individuals who enjoy learning may be
 more adept at adjusting to the new technology and may be more likely to attend college.

 2. BACKGROUND AND RELATED WORK

 To make the problem explicit, suppose earnings are determined by the following
 regression function similar to that described in Griliches (1977, 1979)

 Yt = act(s) +Y yt9 + Et, (l)

 where Yt is some measure of earnings, s is years of schooling, and 0 is ability.2

 For two levels of schooling Sl > s2, the observed wage differential can be written as

 E[YtIS = Si] -E[YtIS = s2] = at(s1) - at(s2) + yt(E[I9S = si] -E[0IS = S2])-

 At a given point in time the observed differential is composed of both the payoff to

 schooling, at(s) - at(s2) and "ability bias", yt(E[OISS=s1]-E[I9S=S2]). A positive
 differential may result either because there are earnings gains from schooling,
 (at(s1) - at(s2) > 0), or because higher ability individuals earn more and tend to stay in
 school longer (yt>O and E[0I S = si] > E[0I S =S2]). Similarly, the increase in the college
 premium could be due to one of three possibilities; (1) an increase in at(s1) - at(s2)
 (change in the payoff to college), (2) an increase in yt (change in the payoff to unobserved
 ability), or (3) an increase in (E[0I S = s1] - E[0I S =S2]) (changes in the ability differential
 between college and high school workers). Since the increase in the college premium occurs
 within cohorts, changes in the relative quality of workers cannot be the major factor in
 the changing premium. It is impossible to identify separately time effects such as Yt, from
 age effects, and cohort effects such as (E[OI S = si] - E[OI S =S2]). Some assumption is
 necessary for identification. Since the cohorts in this analysis are at most seven years

 apart, and since there were not big changes in college matriculation during the period in
 which they attended, it seems unlikely that cohort effects could be driving the results with
 this data set. In what follows, I ignore cohort effects by assuming that I am distinguishing
 between the payoff to college and the payoff to ability, but it should be kept in mind that
 it is possible that cohort effects could be playing some role as well.

 While almost no work has examined the change to unobserved ability, a number of
 researchers have studied the trend in the return to cognitive ability as measured by scores
 on standardized tests. Mumane, Willet and Levy (1993) combine the National Longitudi-
 nal Study of the High School Class of 1972 and the High School and Beyond data sets
 to compare wages in 1978 with wages in 1986. They find a large increase in the coefficient
 on the test score and that including the test score substantially reduces the increase in the

 2. The concept of ability is intentionally left abstract, but could manifest itself in observables such as test
 scores or as intangibles which are unobservable to an empiricist like motivation or positive personality traits.
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 college premium. Bishop (1991); Blackburn and Neumark (1993); Heckman and Vytlacil
 (2000b); and Cawley et al. (2000) employ AFQT scores in the NLSY. The results vary
 substantially across these studies. Heckman and Vytlacil (2000b) provide the most thor-
 ough study using a large number of specifications and demonstrate the sensitivity of the
 results to the maintained assumptions. They find that it is very difficult to separate the
 two effects because education is so highly correlated with test scores.

 An alternative to estimating returns to unobserved skill is to examine patterns of
 wage dispersion and decompose the patterns into various components as in Card and
 Lemieux (1993). Chay and Lee (1999) employ an approach of this type. They find evidence
 of an increase in the return to skill, but, in contrast to the results below, find that it cannot
 be large enough to account for the full increase in the return to schooling. Their approach
 is very different from mine so it is difficult to precisely reconcile the results. The major
 departure comes from the specification of unobserved ability. Chay and Lee (1997) impose
 one factor of unobserved heterogeneity while I allow for two. With more than one factor,
 selection bias can increase substantially without imposing a large increase in the variance
 of wages as is required in a one factor model. They assume that the difference in the
 ability differential between college and high school workers does not change over time. It
 may change over time not because of differences in who attends college, but because the
 combination of skills that constitutes ability that has changed over time in a manner that
 favours college educated workers.

 Bartel and Sicherman (1999) do not look at changes over time explicitly, but look
 across sectors. They find that the return to college is higher in sectors with higher techno-
 logical growth, but that "the education premium associated with technological change is
 the result of a greater demand for the innate ability or other unobserved characteristics
 of more educated workers". These results are quite similar to mine, but come from a very
 different approach.

 This paper extends the classic work of Willis and Rosen (1979) in several directions.
 First, the focus of this work is on changes in the return to schooling rather than the level.
 I use a two factor model which makes more efficient use of the panel data at my disposal
 in identifying this effect. Second, the Willis and Rosen model is somewhat peculiar in that
 it is concerned with educational selection, but conditions on high school graduation. I
 weaken this assumption by modeling high school and college selection together using a
 dynamic programming model. I treat the decision to attend college as a two stage pro-
 cedure; students first graduate from high school before they enroll in college. Along with
 Keane and Wolpin (1997) (whose model is very different from mine) this constitutes one
 of the first attempts to control for sample selection bias with a dynamic programming
 model. Other papers which account for the uncertainty in schooling decisions include
 Comay, Melnik and Pollachek (1973); Altonji (1993); Cameron and Heckman (1998a);
 and Buchinsky and Leslie (1999). This paper also builds on work on the changing wage
 structure (see Levy and Murnane, 1992, or Autor and Katz, 2000 for surveys) and to the
 literature on the returns to schooling (see Willis, 1986, or Card, 2000 for surveys).

 3. THE DATA

 My data come from a representative sample of males from the National Longitudinal
 Survey of Youth (NLSY), a panel data set begun in 1979 with youth aged 14 to 22. This
 research was conducted using white male civilians from the cross-sectional sample only.
 The survey is conducted annually and respondents are questioned on a large range of
 topics, including schooling, earnings, and family background.
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 668 REVIEW OF ECONOMIC STUDIES

 I assign each worker to one of three levels of schooling attainment; if his highest

 grade of schooling completed is less than 12 years then he is a dropout, if he completes

 exactly 12 years of schooling then he is a high school graduate, and if he completes at
 least one year of college then he is a college attender.3

 My earnings measure is the log of weekly earnings which I construct by dividing
 annual earnings by weeks worked. This earnings measure was top-coded at $4000 per
 week and bottom coded at $10 per week. Experience is coded as Age-Education-6 and

 when I construct experience squared I divide by 100.
 In 1980, 94% of the respondents in the NLSY were administered the Armed Services

 Vocational Aptitude Test (ASVAB) which consists of ten standardized tests which are
 used by the armed forces to assess a variety of skills. Four of these tests are combined to
 form the Armed Forces Qualifying Test (AFQT) which is used as a criterion for admission

 into the armed forces. Both the AFQT score and some of the scores on other sections of

 the test will be used as measures of skill that may influence both earnings and schooling
 decisions. I normalize the AFQT score by year of birth by subtracting the mean score for
 an individual's birth year cohort from his raw score.

 TABLE 1

 NLSY white males (High school graduates only)

 Variable Mean Standard deviation

 Non time varying variables:
 College 0-544 0498
 Years of schooling 13 857 2 131
 Highest grade father 12 677 3 175
 Highest grade mother 12-333 2-233
 Number of siblings 2 824 1-824
 General science score 0 672 4 135
 Mathematics knowledge score 1 108 6 119
 Auto and shop score 0422 4 322
 Word knowledge score 1.242 5 729
 AFQT score 4-10 16-297
 Age January 1, 1978 16 390 2 208

 Time varying variables:
 Weekly wage 385 398 278 651
 Age 25-257 3 093
 Experience 5-823 3-233
 Experience squared 0-444 0 419
 Local unemployment rate 2 950 1 069

 In Table 1, I present sample means and variances for the key variables. Since the

 main wage specifications will focus on individuals who have completed high school, I
 restrict the sample to those individuals. The mean of the test scores is not zero in this table

 because they were normalized on the whole NLSY sample, rather than this subsample.

 4. PRELIMINARY RESULTS

 The first empirical question I address is the extent to which the increase in the college
 premium can be explained by an increase in the payoff to observed ability as measured

 3. Individuals who drop out of school and later receive a General Equivalency Degree (GED) are treated
 as dropouts. This assumption is supported by Cameron and Heckman (1993) who show that the earnings of
 GEDs are closer to dropouts than to high school graduates. A GED is given to high school dropouts who pass
 an exam and is supposed to be equivalent to a high school diploma. Approximately 10% of this sample of white
 males receive a GED.
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 by the AFQT score. Several recent papers have shown that conditioning on AFQT can

 have powerful results (see Herrnstein and Murray, 1994; or Neal and Johnson, 1996).

 Since there has been a substantial amount of previous work with this data on the subject,

 I address this question only briefly.
 In Table 2 and in those that follow, I divide the data into three time periods, 1982-

 1984, 1985-1987, and 1988-1990. With the panel data, I potentially observe nine wage

 TABLE 2

 Preliminary regression results, NLSY white males. Dependent variable: Log weekly wage
 (Huber standard errors in parentheses) t

 Variable (1) (2) (3) Ages 24-26

 1982-1984:
 College 0 370 (0 050) 0 276 (0 053) 0 307 (0 062) 0 288 (0 094)
 AFQT score 0 577 (0 135)
 General science score -0 007 (0 008) -0 021 (0 015)
 Gen. sci. x college 0.014 (0 014) 0 028 (0 024)
 Mathematics knowledge score 0.013 (0 005) 0 008 (0 009)
 Math. x college 0.003 (0 009) 0 010 (0 014)
 Auto and shop score 0.014 (0 006) 0 018 (0 012)
 Auto x college 0 005 (0 011) 0 001 (0 017)
 Word knowledge score -0 000 (0 005) 0 007 (0 010)
 Word x college -0 020 (0 012) -0 037 (0 020)
 Highest grade college 0.104 (0 021) 0 084 (0 021) 0 091 (0 024) 0.079 (0.032)

 1985-1987:
 College 0 447 (0 037) 0 350 (0 040) 0 347 (0 046) 0 318 (0.072)
 AFQT score 0.590 (0 119)
 General science score -0 009 (0 009) -0 010 (0.013)
 Gen. sci. x college 0 008 (0 013) -0 002 (0 019)
 Mathematics knowledge score 0 016 (0-005) 0 020 (0.007)
 Math. x college 0 003 (0 008) 0 004 (0.010)
 Auto and shop score 0 015 (0.006) 0 021 (0-009)
 Auto x college -0 005 (0 009) -0 001 (0 013)
 Word knowledge score -0 002 (0 006) -0 000 (0.009)
 Word x college -0 003 (0.009) -0 006 (0.013)
 Highest grade college 0 113 (0 013) 0 094 (0 014) 0 086 (0.015) 0-083 (0 026)

 1988-1990:
 College 0 485 (0 035) 0 402 (0.038) 0 416 (0.041) 0 412 (0 064)
 AFQT score 0 523 (0.099)
 General science score -0 016 (0.008) 0.003 (0.011)
 Gen sci. x college 0 016 (0-011) 0 000 (0.014)
 Mathematics knowledge score 0 018 (0.005) 0 015 (0 007)
 Math. x college -0 002 (0 007) -0 000 (0.009)
 Auto and shop score 0-012 (0.005) 0 000 (0.007)
 Auto x college -0 004 (0.008) 0 005 (0 009)
 Word knowledge score 0 002 (0.005) -0 005 (0.007)
 Word x college -0 011 (0 007) 0 005 (0.010)
 Highest grade college 0 123 (0.013) 0 107 (0.103) 0 106 (0.014) 0 093 (0.023)

 Experience 0 103 (0.010) 0 106 (0.010) 0 101 (0.010) 0 076 (0 028)
 Experience squared -0 375 (0.070) -0-385 (0.069) -0 356 (0 069) -0 144 (0 248)
 Local unemployment rate -0-063 (0 010) -0 060 (0 010) -0-065 (0 010) -0 066 (0.014)
 Age January 1, 1978 0 008 (0 007) 0 008 (0 007) 0-009 (0.007) 0 009 (0.010)
 Period intercepts Yes Yes Yes Yes

 R 2 00189 0 205 0 211 0-105
 Number of observations 8831 8831 8831 3192
 Number of individuals 1527 1527 1527 1308

 t Standard errors are calculated for OLS results allowing for heteroskedasticity in individual variance covariance
 matrices.
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 observations per individual (three in each period). Of primary interest is the coefficient on

 "College", which is a dummy variable for college attendance. I control for years of college,

 but normalize it to zero for people with four years of college. Thus, the dummy variable
 indicates college attendance, but the coefficient can be interpreted as the return to four

 years of college.

 The first column reports regression results that do not control for test scores. In this

 specification the coefficient on college rises substantially from 0370, to 0 447, to 0 485. I

 next include the AFQT score in the regression to see how much of this increase can be

 attributed to changes in the payoff to cognitive ability. While including the test score does

 have a sizeable impact on the levels of the coefficient, it has essentially no effect on the

 trend. The coefficient of the test score itself also does not rise monotonically, but stays

 fairly constant across the periods. In the third specification, rather than employ simply
 the AFQT score, I control for four different components of the ASVAB test that are

 meant to measure different types of skill. These are also interacted with college attendance.

 Once again I find no evidence that an increase in the payoff to test scores contributes to

 the increase in the payoff to college.4
 One problem in interpreting these results is distinguishing the change in the return to

 schooling over time from age effects. That is, given that the NLSY panel ages over time,
 it is possible that the college/time interaction results from the fact that the return to
 college increase with age rather than over time. I find essentially no evidence of age effects
 in schooling returns. I address this problem in the fourth column of Table 2 where I

 condition on individuals age 24-26. While the estimates become noisier, if anything there
 is stronger evidence of an increasing payoff to college over time. I also estimated a model

 allowing for interactions between college and both a linear time trend and linear age
 effect.5 The college/age interaction in this specification is -0 005 with a standard error of
 0 005 while the college/time interaction is 0.044 with a standard error of 0 012. These
 results strongly suggest that the college/time effect that is the focus of this paper
 represents a time effect rather than an age effect.

 The lack of evidence of a change in the return to observable ability does not imply

 that there has not been a substantial increase in the return to unobserved ability. First,
 there are many aspects to ability and test scores may not be a good proxy for the skill
 that has increased. Second, failure to reject a null hypothesis does not mean the effect is
 zero. In results available from the author by request, I follow the methodology of Altonji,
 Elder and Taber (2000) and show that these results on AFQT scores are sufficiently noisy
 so that even if the trend in unobserved ability is similar to the trend in observed ability,
 one cannot reject the null hypothesis that a change in the return to unobserved ability can
 fully account for the changing college premium.

 In order to get some preliminary notion of whether the increase in the measured

 return to schooling is due to an increase in the "true" return, I present some instrumental
 variable estimates in Table 3. When I instrument with a variable that is orthogonal to
 unobserved ability, unobserved ability bias is no longer problematic. Following Willis and
 Rosen (1978), I exclude family background (father's education, mother's education, num-
 ber of siblings) from the wage equation. Although the focus of this paper is on the return

 4. Taber (1998) provides a much more thorough examination of this question and shows that this result
 is robust in a substantial number of specifications.

 5. I also tried simply interacting schooling with age and including it in the main specification of Table 2.
 This actually leads to a fairly large negative coefficient on the college/age interaction. However given the collin-
 earity between age and time it is hard to interpret this regression in which there is a linear age effect but nonlinear
 time effect.
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 TABLE 3

 Instrumental variable results using family background as instrument.* Dependent variable: log weekly wages
 (Huber standard errors in parentheses)t

 Variable OLS IVt OLS IVt

 1982-1984:

 Schooling 0.079 (0 015) 0 159 (0.069) 0 054 (0.019) 0 100 (0.090)
 General science score -0 018 (0 009) -0 026 (0 011) -0 015 (0.010) -0 018 (0 013)
 Mathematics knowledge score 0 008 (0.006) -0 004 (0 012) 0 012 (0 006) 0 006 (0 015)
 Auto and shop score 0 023 (0.007) 0 031 (0.010) 0 020 (0.007) 0 024 (0 013)
 Word knowledge score 0 009 (0.007) 0 004 (0 008) 0 000 (0 007) 0 000 (0.007)

 1985-1987:

 Schooling 0 083 (0 010) 0 125 (0.034) 0 078 (0 012) 0 121 (0.040)
 General science score -0 008 (0.007) -0 012 (0.008) -0 008 (0 008) -0 012 (0 009)
 Mathematics knowledge score 0 020 (0.004) 0 013 (0 007) 0 019 (0 004) 0 012 (0 008)
 Auto and shop score 0 012 (0.004) 0 016 (0.006) 0 012 (0.005) 0 016 (0 007)
 Word knowledge score 0 001 (0.004) -0 002 (0.004) -0 003 (0.005) -0 003 (0 005)

 1988-1990:
 Schooling 0 107 (0 009) 0 133 (0 025) 0 102 (0.010) 0 115 (0.028)
 General science score -0 006 (0 005) -0 009 (0 006) -0 009 (0 006) -0 011 (0 006)
 Mathematics knowledge score 0 017 (0.003) 0 012 (0 005) 0 018 (0 003) 0 015 (0.006)
 Auto and shop score 0 011 (0 003) 0.014 (0 004) 0 010 (0 004) 0 012 (0.005)
 Word knowledge score 0 001 (0 003) -0 001 (0 003) -0 002 (0 003) -0 003 (0 004)

 Experience 0.085 (0.012) 0 093 (0 021) 0 069 (0.015) 0.085 (0 022)
 Experience squared -0 219 (0.070) -0 290 (0.133) -0 130 (0 097) -0 252 (0.144)
 Local unemployment rate -0 061 (0.010) -0 059 (0 011) -0 061 (0.011) -0 057 (0.012)
 Age January 1, 1978 -0 001 (0.007) -0 001 (0 007) 0 001 (0 007) 0 001 (0.007)
 Period intercepts Yes Yes Yes Yes
 Dropouts included Yes Yes No No

 Number of observations 8394 8394 7113 7113
 Number of individuals 1794 1794 1498 1498

 * I treat schooling, experience and experience squared as endogenous and instrument excluding parent's educa-
 tion, age and age squared interacted with time periods.

 t Standard errors are calculated for OLS results allowing for heteroskedasticity in individual variance covariance
 matrices.

 t This table also uses individuals over 22 so that the number of panel observations per individual will not
 strongly depend on schooling (this does substantially affect the results).

 to college attendance rather than on years of schooling, in this case I follow the tradition
 of the IV literature on schooling by using linear functional forms. The first two columns
 of estimates include all levels of schooling (as is typical in this literature) and the second

 two exclude dropouts (as is done in the rest of this paper). Both samples lead to the same
 basic result, the increase in the schooling premium is eliminated. These regressions suggest
 that the full increase in the schooling premium over the 1980s was due to an increase in
 the return to unobserved ability.

 There are two reasons to be skeptical of this finding. The first is that one may ques-
 tion the validity of these exclusion restrictions. It seems reasonable that parent's ability
 could be correlated with their children's ability, and thus parent's education would be
 positively correlated with their children's ability. However, in results available on request,

 I tested for the validity of these instruments assuming that the presence of a college and
 local labour market variables are valid instruments following Cameron and Taber (2000).
 I performed the tests both using the specification above (on a smaller sample) and using
 Cameron and Taber's (2000) specification. I did not reject the validity of these exclusion
 restrictions in any case even at the 20% level. When I exclude the "valid" instruments and
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 include parental education in the wage equation the variables consistently show up as

 small negative numbers that are statistically insignificant. On the other hand parent's

 education has a strong effect on schooling. For example, controlling for AFQT scores

 almost eliminates family income as a determinant of college, but these family background

 variables are much more robust (see e.g. Cameron and Heckman, 1998b). This effect of
 parent's education on schooling could operate either through the tastes for college or
 through borrowing constraints. While these exclusion restrictions may not be ideal, I see
 no clear superior alternative for this question. The hope is that they are at least less biased

 than ordinary least squares (OLS).

 More importantly, it is difficult to see why this problem would bias the results
 towards eliminating the increase in the return to schooling. Consider the simplified
 specification

 Yit= fPtSi+yti+ it,

 where as above Yit is earnings, 0i is unobservable ability, Eit is an iid error term, and Si
 represents years of schooling. OLS essentially identifies

 pOLS E( Yit Si)

 E(Si)

 E(OiSi)

 Allowing PEi to represent parent's education of individual i, the instrumental variable
 estimator essentially identifies

 IV E( YitPEi)
 Pt E(SiPE()

 E~-t 't E jiPE; ) E(S1PE~)

 The results in Table 3 suggest that PIv was unchanged over time. The standard assumption
 about the changing wage structure is that the increase in the measured return to college
 is causal and not due to an increase in the return to unobserved ability. In the notation

 above this would correspond to Pt increasing over time and yt fixed. Within this frame-
 work, this explanation cannot be reconciled with values of PIV that do not change over
 time. If parental income were positively correlated with ability there would be an upward
 bias in the level of the estimates, but not the slope. Two explanations that are consistent

 with Table 3 are either that (a) the true causal return Pt is fairly flat over time, Yt is
 increasing, and the bias in the IV estimate is much smaller than in OLS, or (b) the true

 causal return j3t is increasing over time, but the IV bias is much larger than in OLS and
 yt is decreasing over time fast enough so that this bias overwhelms the causal effect. Given
 that earnings inequality is rising over time, the first explanation seems more plausible.6

 The second main reason to be skeptical about the result above is the size of the

 standard errors. Even though the increase in the education return disappears, we cannot

 6. An alternative possibility is that E(0jPEj)/E(SjPE1) is falling over time. Given that these individuals
 are at most 7 years apart in year of birth and that we are using panel data following the same cohorts over time
 it is difficult to believe this effect could dominate.
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 reject the original OLS estimates. While the results may not convince one that the meas-

 ured increase in the return to college is due to increasing ability, they should at least

 suggest that it may be possible.
 I also follow Willis and Rosen's (1978) framework by using the inverse Mills ratio

 (Heckman, 1979) to estimate the change in the return to college. In the basic model, high
 school graduates attend college if

 X'p +0+0) >0,

 where X is observable, 0 is mean zero normally distributed unobserved ability, and 0) is
 normally distributed and independent of wages.7 I assume that college attenders and high

 school graduates work in different sectors indexed by school level s. I define high school

 as s = 2, and college as s = 3. Wages in the two sectors take the form

 wts= ztsYts + 8ts 0 + 8ts,

 for t = 1, 2, 3 and s = 2, 3. Thus the return to ability (both observed and unobserved) may

 vary across time and sector. This model resembles what Amemiya (1985) calls the type 3
 tobit model. Note that

 E(WK3Is = 3, Z3, X)= Zt3Yt3 + E(6 30Is = 3, X)

 = Zt3 yt3 + 8t3 Se 0c (X'I3),

 E(Wt2IS = 2, Z42, X)= z;2Yt2+E(6t2 eIS = 2, X)

 = Zt2Yt2 + 6t20O2Ah(X l),

 where 2,,(X'f3) =- /(X'fl)/4(X'fl), 4h(X'f3) = -0(X',B)/(1 - D(X'f3)), and U2 is the variance
 of 0.

 Average derivatives from the probit model are presented in Table 4. A potential

 problem that arises with this specification is that the ASVAB scores may induce cohort

 effects because the test was administered to all respondents in 1980. At that time they

 were at different ages and schooling levels. In particular, if attending college improves
 AFQT scores, and since students in the older cohorts may have enrolled in college prior

 to taking the test, one would expect AFQT to have more predictive power for the older
 cohorts than for the younger ones. However, at least with a probit specification not
 reported here, this does not appear to be the case. There is no systematic relationship
 between birth cohort and the coefficient on AFQT scores. Furthermore, the results are

 easier to interpret when year of birth and AFQT are not interacted.
 The results from the second stage are presented in Table 5. In the first column I

 repeat the basic specification from Table 2 that does not include the selection correction
 term. In the second column, I include the Mill's ratio terms and interact them with time.
 In column three I allow the coefficient to vary with time, but restrict it to be the same in
 each sector. Column (4) reports a specification that includes a full array of cohort dum-
 mies rather than just a linear term. All three specifications yield the same result. Inclusion
 of the Mill's ratio terms not only eliminates the trend in the college coefficient, but actually
 leads to a substantial negative trend in the schooling return. This result should be inter-

 preted with much caution. The individual coefficients on the Mills terms are neither indi-

 vidually nor jointly significant. The results in column (2) are statistically indistinguishable
 from the results in column (1). Even though one cannot reject the joint hypothesis that

 7. With normal error terms the distinction between 6 and w can be made without placing any restrictions
 on the model.
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 TABLE 4

 Selection equation for attend college, average derivatives from probit. t High school
 graduates only, NLSY white males (Standard errors in parentheses)

 Variable (1) (2)

 Highest grade mother 0 022 (0 008) 0 021 (0 008)
 Highest grade father 0 033 (0 006) 0 034 (0.006)
 Number of siblings -0 025 (0.008) -0 026 (0 008)
 General science score 0 020 (0 006) 0 021 (0 006)
 Word knowledge score 0 010 (0.004) 0 010 (0.004)
 Mathematics knowledge score 0.036 (0.003) 0.036 (0.003)
 Auto and shop score -0-033 (0 004) -0 033 (0.004)
 Age January 1, 1978 0 010 (0.007)
 Age 14 on January 1, 1978 -0 011 (0.060)
 Age 15 on January 1, 1978 0 001 (0.056)
 Age 16 on January 1, 1978 -0 019 (0.058)
 Age 17 on January 1, 1978 -0 066 (0.062)
 Age 18 on January 1, 1978 -0 066 (0.062)
 Age 19 on January 1, 1978 0 135 (0 056)
 Age 20 on January 1, 1978 0 065 (0.060)

 Number of individuals 1527

 t These results give the derivatives of the predicted probability at the means of
 the covariates.

 the coefficients are zero, there is some evidence that the return to unobserved ability rises
 over time in specification (3). The test of the null hypothesis that the coefficient on the
 Mill's ratio is the same in the first and third periods yields a t-statistic of 1 86. The basic
 finding that controlling for unobserved ability eliminates the college trend is also consist-
 ent with the IV results above and with the results from the structural model below. Once
 again, while these results are not conclusive, they show evidence of an increase in the
 payoff to unobserved ability that could be an important component of the rising college
 wage gap.

 While the standard errors are large, the point estimates for both the IV procedure
 and the selection model point to an increasing payoff of the return to unobserved ability.
 Both of these methods rely strongly on the exclusion restrictions. IV estimation requires
 them. With linear indices, identification of the selection model does not formally require
 an exclusion restriction. However, for nonparametric identification an exclusion restric-
 tion is required and in practice is often very important. This is the case here as well.
 Without the exclusion restrictions the results yield unreasonable estimates of the returns
 to schooling (large negative effects). However, an exclusion restriction is not sufficient for
 identification; the other aspects of the IV and selection model are important as well.
 Heckman (1990, 1997) discusses the differences and shows that IV and selection methods
 estimate different parameters. Since it is not guaranteed that these methods will produce
 similar results, the fact that the trend in the college premium is eliminated in both cases
 strengthens the evidence. I will briefly discuss the intuition for the difference between the
 two in the context of this problem. I draw on this discussion later when contrasting
 identification in the structural model with these simpler strategies.

 The IV strategy makes use of the exclusion restrictions without conditioning on col-
 lege. Abstracting from other covariates and considering a single instrument X, define the
 linear model as

 Si= PXi+ ui,

 Wit = at Si + at Oi + eit
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 TABLE 5

 Results from two step sample selection model, NLSY white males. Dependent variable: log weekly wage
 (Huber standard errors in parentheses) t

 Variable (1) (2) (3) (4)

 1982-1984:
 College 0 307 (0.062) 0 428 (0.167) 0 432 (0 159) 0 412 (0 151)
 Intercept 5 241 (0 108) 5 175 (0 135) 5 177 (0 126) 5 262 (0 101)
 Highest grade college 0 091 (0 024) 0.089 (0 024) 0.089 (0.024) 0.089 (0.024)
 General science score -0 007 (0.008) -0 009 (0.009) -0 009 (0.009) -0-010 (0 009)
 Gen. sci. x college 0.014 (0.014) -0 001 (0.005) -0 001 (0.005) -0 002 (0.005)
 Mathematics knowledge score 0 013 (0 005) 0 009 (0 008) 0 009 (0.007) 0 008 (0.008)
 Math. x college 0.003 (0 009) 0 017 (0 008) 0 017 (0.008) 0 018 (0.008)
 Auto and shop score 0.014 (0.006) 0-014 (0 016) 0.014 (0.014) 0 016 (0.015)
 Auto x college 0 006 (0 011) -0 021 (0 013) -0 021 (0.012) -0 020 (0.013)
 Word knowledge score -0 000 (0 005) 0 004 (0 013) 0 004 (0.009) 0 007 (0 011)
 Word x college -0 020 (0 012) 0 005 (0 013) 0 005 (0 011) 0 002 (0.012)
 X_ -0 071 (0.163) -0 080 (0 093) -0 032 (0 093)
 Ah -0 084 (0 113) -0 080 (0 093) -0 104 (0 093)

 1985-1987:
 College 0-347 (0 046) 0 366 (0.142) 0 379 (0 145) 0 283 (0 136)
 Intercept 5 236 (0 101) 5 124 (0.134) 5 220 (0.118) 5 266 (0.108)
 Highest grade college 0 086 (0.015) 0 087 (0 015) 0 085 (0.015) 0 087 (0 015)
 General science score -0 009 (0.009) -0 013 (0 011) -0 010 (0 010) -0 012 (0.010)
 Gen. sci. x college 0 008 (0.013) -0 005 (0.006) -0 003 (0 006) -0 004 (0.006)
 Mathematics knowledge score 0 016 (0 005) 0 009 (0.009) 0 015 (0 007) 0 012 (0.008)
 Math. x college 0.003 (0 008) 0 020 (0 009) 0 015 (0.007) 0 018 (0 008)
 Auto and shop score 0 015 (0 006) 0 015 (0.015) 0 008 (0.013) 0 015 (0 015)
 Auto x college -0 005 (0.009) 0 002 (0.009) -0 003 (0.009) 0 002 (0 009)
 Word knowledge score -0 003 (0.006) 0 015 (0 011) 0.003 (0.007) 0 016 (0 011)
 Word x college -0 003 (0.009) -0 015 (0.011) -0 005 (0.009) -0 015 (0 011)
 X_ 0 114 (0.115) -0 021 (0 087) 0 169 (0 087)
 Ah -0 145 (0.127) -0 021 (0 087) -0 093 (0 087)

 1988-1990:
 College 0 416 (0 041) 0 265 (0 123) 0 260 (0 122) 0 287 (0 121)
 Intercept 5 224 (0.094) 5 278 (0.121) 5 300 (0 105) 5 361 (0.099)
 Highest grade college 0 106 (0 014) 0 107 (0.014) 0 107 (0.014) 0 107 (0 014)
 General science score -0 016 (0 008) -0 014 (0.008) -0 014 (0.008) -0 015 (0 008)
 Gen. sci. x college 0 016 (0 011) 0.003 (0.005) 0 004 (0.005) 0.003 (0.005)
 Mathematics knowledge score 0 018 (0.005) 0 022 (0.007) 0 023 (0.006) 0 021 (0.007)
 Math. x college -0 002 (0.007) 0 009 (0.007) 0 008 (0.006) 0 010 (0.007)
 Auto and shop score 0 012 (0.005) 0 016 (0.012) 0 015 (0 012) 0 018 (0 012)
 Auto x college -0 004 (0.008) -0 009 (0.008) -0 010 (0.007) -0 009 (0.008)
 Word knowledge score 0 002 (0.005) 0 001 (0 010) -0 001 (0 007) 0 002 (0 010)
 Word x college -0 011 (0 007) -0 005 (0.009) -0 003 (0.008) -0 007 (0.009)
 X_ 0 120 (0 095) 0 098 (0 073) 0 117 (0 073)
 Ah_ 0069 (0.114) 0 098 (0 073) 0 044 (0-073)

 Experience 0 102 (0-010) 0 101 (0.010) 0 101 (0.010) 0.103 (0 010)
 Experience squared -0 356 (0.069) -0 353 (0.070) -0 347 (0.069) -0 366 (0.070)
 Local unemployment rate -0 065 (0.010) -0 065 (0 010) -0 065 (0.010) -0 065 (0.010)
 Age January 1, 1978 0-009 (0 007) 0 009 (0.007) 0 009 (0.007)
 Cohort dummies No No No Yest

 Number of observations 8831 8831 8831 8831
 Number of individuals 1527 1527 1527 1527

 t Standard errors are calculated for OLS results allowing for heteroskedasticity in individual variance covariance
 matrices and correcting for estimation of Mills ratio in first step.

 I In this case I use cohort dummies in both the first and second stage, in the others only the cohort trend is
 included in both stages.
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 where Xi is uncorrelated with the error terms, but ui and thus Si is correlated with Oi.
 Writing the model in terms of its reduced form yields

 Wit= ftPXi?+ atxui + 3tOi+ eit

 The source for identification in this reduced form specification is transparent. The result
 in Table 3 arises from the fact that the reduced form coefficient on parent's education

 does not change over time.
 The selection model makes use of the exclusion restrictions conditionally in the sense

 that I include college in the wage equation and interact it with the Mill's ratio. To gain

 an intuition into the selection model, again abstract from other covariances but assume

 that Si is binary so that

 Si = 1 (X13? + O? + u-?0),

 a(lt + 3lt Oi + eilt E Si = 1 s

 t=aot + l ot oi + eOot, Si = 0,

 where Oi is unobserved ability with E(0 I Xi) = 0. Again suppose that Xi is uncorrelated
 with the error terms and for expositional simplicity that (ui, gilt, EiOt) is independent of Oi.
 Identification comes from the conditional expectation

 E(wit Xi, Si) = aot + (alt - axot)Si + 3ot(I - Si)E(Oil Xfp + Oi + ui < 0, Xi)

 + 3jtSiE(01I Xzfp + ?i + ui-0, Xi).

 In contrast to the IV model, there are two coefficients that pick up the change in the

 return to unobserved skill 30t and 31t. Consider identification of 31t. When XfP is very
 large and Si = 1, the term E(0O I Xf, + Oi + ui_ 0, Xi) is close to zero since the unconditional
 expectation of Oi is zero. Similarly, this term is large when Xf3 is very small. Thus the
 variable is large for individuals who attend college, but based on their observables, look
 as if they would be unlikely to attend (Xfl is small). These are individuals who are
 assigned large amounts of "unobserved ability". In particular, individuals from disadvan-
 taged family backgrounds that attend college would be treated as if they possessed large
 amounts of unobserved ability. An increase in the coefficient on this interacted Mill's ratio
 over time indicates that these individuals who look as if they should not go to college,
 but have anyway, have done well during the 1980s. Using the analogous argument, the

 Mill's term for high school graduates is E(0iI Xf + 0 + ui < 0, Xi). This term is close to
 zero when XJ3 is very small and becomes more negative as XZf3 increases. Thus it is
 negative and large in absolute value for individuals who based on their observables look
 as if they should attend college, but do not. This corresponds to individuals from very
 privileged family backgrounds that do not attend college. These individuals are assigned
 low amounts of "unobserved ability". The increasing coefficient on the high school Mill's
 ratio indicates that they did poorly in the 1980s.

 5. ECONOMETRIC SPECIFICATION OF STRUCTURAL MODEL

 5.1. The model

 I assume that there are three levels of schooling corresponding to High School Dropouts

 (s = 1), High School Graduates (s = 2), and College attenders (s = 3). Students make
 schooling choices to maximize the expected value of lifetime utility. For each individual,
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 I define V, to be the lifetime value function that he would achieve if he entered the labour
 force with schooling attainment s. At the beginning of time period 1 the student is enrolled
 in high school and decides whether to enter the labour force immediately (s = 1) or to stay
 in school and receive his high school diploma. If he stays in school, he graduates at the
 end of period 1, and at the beginning of period 2 he again decides whether to enter the
 labour force immediately (s = 2) or to attend college (s = 3). With this timing in mind and
 defining Et as the student's expectation at the beginning of time period t, I assume that

 El[V1]X= Xjfl + a3 E1[0] + ?1, (2)

 E2[V2] = X2,2 + a?2E2[0] + ?02, (3)

 E2[V3] = X3P3 + axE2[0] + 03, (4)

 where a1, a2 and a3 are vectors allowing the value of school to differ for individuals with
 different sets of unobserved skills and Et denotes expectations based on information at
 time t. The random vector 0 of skills enters the wage equation as well as potentially
 influencing schooling directly. Agents learn about the level of their skills as they age. The
 additional error terms 01, 02 and 0)3 are independent of the wage equation. Note that
 for both high school graduation and college attendance, the expectation is defined in terms
 of information in period 2 because the decision between these two options is made at that
 point.

 The student first decides whether to drop out of high school and then decides whether
 to complete college. The decision to drop out of high school depends on the total expected
 value of completing high school which takes the form

 EJ [V2] = El[max {X2'I2 + a'E2[0] + (02, X3P3 + a'E2[0] + (03 }]

 = E1[X'2f2 + a'E2[0] + (02] + E1[max {X43,3 - X'2P2 + (a3 - a2)E2[O] + 03 - 02, 0}]

 Thus the total value of completing high school E1[V2] includes both the direct value of a

 high school degree El [X'2f2 + a'E2[0] + (02] and the value of the option to attend college
 El[max {XX(P3 - P2) + (a3 - a2)'E2[0] + 03 - 02, 0}]. Using this notation the student
 graduates from high school if E,[V2] > El[ V1], and conditional on high school graduation,
 he attends college if E2[ V3] > E2[ V2].

 For identification we need a location normalization (see Taber, 2000), so I set V2=
 0. Then

 EJ[V2]=El[max {X3P3 + a'E2[0] + (03, 0}],

 and I can interpret El[ V2] as the value of the option to attend college.
 Computation is simplified by assuming that Co) and ()3 are normally distributed with

 mean zero and that they are independent of X and 0. Furthermore, I assume that (0)3 iS
 independent of anything in the agent's information set during the first period. Thus the
 agents know the distribution of (03 during the first time period, but do not observe its
 value until the second. I simplify the notation by writing O' = E2[O]. I also assume that OS
 is known to the student during the first time period. This assumption is by no means
 necessary, but cannot be rejected in the data and simplifies the exposition (and the compu-
 tation) considerably.8 I also attempted to relax the strict restriction on the agent's infor-
 mation about (03 by allowing the students to have some private but imperfect knowledge
 about (0)3 during the first period, but this restriction also cannot be rejected in the data.

 8. To test this restriction I added another independent unobservable that entered the wage equation and
 the college decision equation, but had no influence on the high school decision. The t-statistic for that factor in
 the college decision was 0 45.

This content downloaded from 144.92.38.235 on Thu, 30 Apr 2020 22:11:43 UTC
All use subject to https://about.jstor.org/terms



 678 REVIEW OF ECONOMIC STUDIES

 It is easiest to solve the model working backwards. I define d5 to be a dummy variable
 equal to one if the individual chooses schooling level s, and 0 otherwise. Conditional on
 graduating from high school, the probability of attending college takes the form

 Pr(d3= lIX, OS, di = 0) = D(X3p31+ ax'Os).

 To solve for the probability of graduating from high school, we must first solve for E1[V2].
 Using the assumptions above one can show that

 X3E [ V= X 3 + a('Os X3 P3 + asO X3fP3 + as,Os
 E1[V2] = UY3L (D + 4O+~3 4O ____

 where (D and 0 are the standard normal cdf and pdf and G3 is the standard deviation of
 (03. For simplicity I redefine the parameters /33 and acs by dividing them by u3. I also
 normalize the variance of Wi to unity. The probability of dropping out of high school is

 Pr (di = I I X. Os) = <>(Xpl B - asOs0 - El[P2]).

 I complete the model by assuming that log wages at time t with schooling level j take
 the form

 log (Wtj) = Zttjtj + 3t,O + E, (5)

 where Etj is iid N(0, uY2 ) and the variance is unrestricted across time and schooling sector.

 5.2. Estimation

 Since the focus of this paper is the college/high school differential I do not estimate the
 parameters of the wage equation for high school dropouts. Define d1, d2 and d3 to be
 indicators of high school dropouts, high school graduates, and college attenders respect-
 ively. In practice I assume that 0 is two dimensional with the first dimension (W') known
 during schooling and the second (OW) independent of information known during high
 school so that I can write the wage equation as

 log (Wtj) = Ztjrtj + 6t Os + 3t O + Etj. (6)
 This second type of unobserved ability (OW) is analogous to a standard random effect in
 panel data models. It could result from uncertainty about job matching, about sector
 specific ability, or about human capital acquisition while in college.

 Let Gs(Os) and GW(Ow) denote the distributions of Os and Ow which are independent
 of (X1, X2, X3, Ztl Z42, Z53). The likelihood for an individual is

 X (Wts5,d,d2,d3) = {di {D(X'p3i + as05-E1[V2])}

 + d2{(l - <(XDa3, + as Os -E1[r2]))(1 -D(X3/f3 + acs O))
 T I10 (lo(Wt2) - t2Yt2 - 35t2OS - 4WOW

 t = 1 \62

 d3{(0 - 'D(Xfpl + ass -El[P2])D(X3P3 + a O5)

 X P(log (w 3) - Ztt3 3-t30 - t3 )) dGs(Os)dGw(Ow). (7)
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 The model can be estimated parametrically by specifying GS and GW up to a finite number

 of parameters or by Nonparametric Maximum Likelihood as in, for example, Heckman

 and Singer (1984).

 In most of the results that follow I restrict O' and OW to be normal random variables.

 They are independent by definition since O' is mean zero conditional on information

 known during school. I evaluate the likelihood function using Gauss-Newton quadrature

 points. I can normalize the mean and variance of OS and OW to any values by redefining

 the intercepts and factor loading terms (i.e. O', 3' and a2) appropriately. For compu-
 tational reason it was convenient to normalize them to have mean 0 5 and variance 0-02.

 5.3. Marginal treatment effects

 A problem arises in presenting the results from this estimated model. For a given individ-

 ual the gain in wages from attending college is well defined. However, the return varies

 with unobserved ability and thus is random across individuals in the population. I
 need some manner in which to summarize this random variable. The typical practice
 in the literature on programme evaluation is to present either the "average treat-

 ment effect", E[log (Wt3) - log (Wt2)] or the expected "treatment on the treated",
 E[log (Wt3) - log (WO2) Is = 3]. The problem with both of these parameters is that if we
 interpret them as policy counter-factuals as in Ichimura and Taber (2000), both corre-
 spond to drastic policy changes. The first represents the difference in average earnings
 between a counter-factual world in which everyone in the population is forced to attend
 college versus a world in which everyone must receive nothing more nor less than a high
 school diploma. The second parameter corresponds to the difference between the average
 earnings for those individuals who actually go to college and the average earnings they
 would have received if they had stopped after high school. Thus this counter-factual corre-
 sponds to a policy in which college is eliminated. Neither of these policies resemble the
 type we are likely to consider.

 Since I do not have a specific policy to evaluate, it is natural to condition on a
 group of people who are likely to be influenced by policy. With this in mind, I use the
 "marginal treatment effect" which is the expected earnings for an individual who is just
 indifferent about whether to attend college.9 In this model, two groups of people are
 defined to be indifferent. The first is clear. It consists of students who completed high
 school and are indifferent between attending college and entering the labour force
 (Xf3 3 + asOs + 03 = 0). The second group includes individuals who are indifferent about
 completing high school (Xl f' + asxOs + w1 = E2[r2]), but would attend college if they had
 completed high school.

 6. ESTIMATION OF FULL SCHOOLING MODEL

 6.1. Main specification

 I first present a preliminary version of the model in Table 6. The model is restricted so
 that unobserved heterogeneity does not affect schooling decisions (i.e. as = as = 0), but

 9. This parameter is somewhat similar to the local average treatment effect defined by Imbens and Angrist
 (1994). Heckman and Vytlacil (2000a) consider a closely related parameter they call local IV and discuss
 the relationship between these various parameters. Bjorkland and Moffitt (1987) also consider a version of a
 marginal treatment effect.
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 does enter the wage equation. The wage model is a random effects model with two dimen-
 sions of heterogeneity and factor loading terms that vary over time. I will not discuss the
 estimated parameters on the variables in Table 6 in detail, but the coefficients in the
 schooling equation and in the wage equation are similar to what have been found in other
 studies.

 Consider identification of the skill prices 3' and &' in this random effects model.
 Since all of the error terms are normally distributed, these parameters could not be ident-
 ified without longitudinal data. Within each schooling group there are six of these factor
 loading parameters, and six covariances to identify them (3 within period and 3 across
 period). Thus these parameters are essentially just identified from the covariances between
 error terms in the data. However, in this version of the model OS and OW are interchange-
 able, so for each schooling sector, it is impossible to tell which group of skill prices is
 associated with OS and which is associated with OW. In this specification there are four
 equivalent local optima.

 Now consider identification of the full selection model in which a' and aC are esti-
 mated as well. The main goal of this paper is to measure the pattern of selection dictated
 by the eight factor loading terms (a' , a' , 3', 3 , for j = 1, 2, 3). However, in practice, the
 values of 3' and 3', seem to be determined by the covariance of wages in the data rather
 than from selection as can be seen by comparing Tables 6 and 7. Furthermore, since the
 factor loading term in the high school equation (a') does not affect selection into college
 directly, the key parameter for this analysis is aO.

 To present the intuition for identification of aC in this model I again show the import-
 ance of exclusion restrictions but abstract from other covariates. To see how panel data
 can aid identification of the model consider the extreme case in which we have enough
 observations on each individual that we could actually identify OS up to scale and location.
 Ignoring the high school decision, individuals attend college if

 PXi + a3Oi+ (03i0-

 Since Os is only identified up to scale and location for each schooling group, we could
 never include it directly as a covariate into the probit equation since the scale and location
 will be different for high school and college graduates. However, conditioning on college
 attenders, after normalizing the scale and location of Os we could identify the joint distri-
 bution of XiX + asOs+ (103i and Os conditional on Xi since for any real 'r we could identify

 Pr (Os C i= Jdi3 = 15 Xi) Pr (di3 = I I Xi)

 = Pr (fXi + as Os + 0(3i>0, Ois<-]Xl)-

 The intuition for identification of Cs is analogous to identification in the selection model
 described above. If as were positive an individual with a very small value of f3Xi would
 typically have to possess a large value of Os in order to have chosen to attend college. In
 that case, conditional on going to college, the distribution of Os shifts to the right as ,BXi
 decreases. Thus, conditional on college, if Os and ,BXi are negatively correlated, a s will be
 positive. Analogous intuition holds for high school graduates.

 The primary difference between identification in this case as opposed to the selection
 model is that the identification of 65 depends not only on the level of wages but also on
 the trend. If 3't is rising over time, students with high values of Os represent the individuals
 whose earnings grew the most during the 1980s. That is a positive value of Cs would result
 if individuals who look as if they should not go to college, but attend anyway, have had
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 TABLE 6

 Base schooling model without selection. Two independent dimensions of heterogen-
 eity, each dimension distributed N(O05, 002)t, NLSY white males

 (Standard errors in parentheses)

 Dynamic programming selection equation

 Complete Attend
 Variable high school college

 alv

 as
 Intercept -1 108 (0 015) -1 995 (0 384)
 Highest grade mother 0 078 (0 022) 0 055 (0.020)
 Highest grade father 0 034 (0 018) 0 084 (0 015)
 Number of siblings -0 032 (0 021) -0 062 (0.022)
 Age January 1, 1978 0 058 (0 020) 0 029 (0 019)
 General science score 0 017 (0.017) 0 051 (0 015)
 Word knowledge score 0 019 (0 010) 0 026 (0 010)
 Mathematics knowledge score 0 071 (0 017) 0 092 (0.008)
 Auto and shop score -0 008 (0 015) -0 083 (0 010)
 6? 0 571 (0 307)

 Regression equation

 Dependent variable: Log weekly wage
 Variable College High school

 1982-1984:
 31V 3 404 (0 139) 3 342 (0 119)
 3S 0 428 (0 248) 0 134 (0 197)
 General science score 0 020 (0.011) 0 002 (0 007)
 Word knowledge score -0 024 (0.008) 0 004 (0 005)
 Mathematics knowledge score 0 017 (0.007) 0 008 (0 005)
 Auto and shop score 0 010 (0 007) 0 011 (0 005)
 Highest grade x college 0 091 (0.024)

 1985-1987:
 3 V 2 366 (0 148) 2 617 (0 123)
 3S 2 059 (0 155) 1 747 (0 160)
 General science score 0 010 (0 007) -0 008 (0 006)
 Word knowledge score -0 012 (0 006) 0 005 (0.004)
 Mathematics knowledge score 0 020 (0.004) 0 010 (0 004)
 Auto and shop score 0 001 (0.004) 0 012 (0.005)
 Highest grade x college 0 091 (0.013)

 1988-1990:
 3W1V 1.317 (0.170) 2 034 (0 160)
 5S 3 433 (0 098) 2 809 (0.128)
 General science score 0 004 (0 007) -0 016 (0.006)
 Word knowledge score -0 014 (0 006) 0 009 (0.004)
 Mathematics knowledge score 0 017 (0.004) 0.013 (0.004)
 Auto and shop score 0 005 (0 004) 0 012 (0 005)
 Highest grade x college 0 113 (0 011)

 Experience 0 120 (0.008) 0 120 (0.008)
 Experience squared -0 446 (0 047) -0 446 (0.047)
 Local unemployment rate -0 032 (0 005) -0 032 (0.005)
 Age January 1, 1978 0 004 (0.007) 0 004 (0.007)

 Average Marginal
 treatment treatment
 effect effect

 1982-1984 0 332 (0 060) 0 317 (0.060)
 1985-1987 0 394 (0 041) 0 383 (0 041)
 1988-1990 0 472 (0.038) 0 457 (0.038)

 Log likelihood -17,729 549
 Number of individuals 1836

 t Likelihood is calculated using 7 Gauss-Newton quadrature points to approxi-
 mate normal distribution.
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 TABLE 7

 Results for full schooling model, two independent dimensions of heterogeneity. Each
 dimension distributed N(O05, 0 02)t, NLSY white males

 (Standard errors in parentheses)

 Dynamic programming selection equation

 Complete Attend

 Variable high school college
 alv

 a s 1 481 (1 229) 1 468 (0 637)
 Intercept -1 884 (0.015) -2 805 (0 543)
 Highest grade mother 0 080 (0.023) 0 054 (0 020)
 Highest grade father 0 032 (0.019) 0 084 (0 015)
 Number of siblings -0 031 (0.022) -0 063 (0.022)
 Age January 1, 1978 0 060 (0.021) 0 033 (0 019)
 General science score 0 016 (0.017) 0 053 (0.015)
 Word knowledge score 0 020 (0.010) 0 028 (0 011)
 Mathematics knowledge score 0 071 (0.018) 0-096 (0.009)
 Auto and shop score -0 007 (0 015) -0 085 (0 011)
 a. 0 681 (0 350)

 Regression equation

 Dependent variable: log weekly wage
 Variable College High school

 1982-1984:
 3w 3 381 (0 155) 3.333 (0 119)
 is 0 171 (0.259) 0 161 (0 198)
 General science score 0 007 (0.011) 0 001 (0.008)
 Word knowledge score -0 015 (0.008) 0.003 (0 005)
 Mathematics knowledge score 0 016 (0.007) 0 007 (0 005)
 Auto and shop score 0 018 (0.006) 0 012 (0.005)
 Highest grade x college 0 115 (0.024)

 1985-1987:
 3Wv 2-452 (0-133) 2-592 (0-122)
 3S 1 855 (0.155) 1 769 (0.160)
 General science score 0 001 (0.007) -0 008 (0.006)
 Word knowledge score -0 004 (0.005) 0 005 (0 004)
 Mathematics knowledge score 0 023 (0.004) 0.013 (0 004)
 Auto and shop score 0 004 (0.004) 0 012 (0.005)
 Highest grade x college 0 111 (0 013)

 1988-1990:
 3W1V 1-508 (0-166) 1.993 (0-158)
 5S 3330 (0.104) 2878 (0 131)
 General science score -0 002 (0.007) -0 015 (0.006)
 Word knowledge score -0 006 (0.006) 0 010 (0.004)
 Mathematics knowledge score 0 023 (0.004) 0 018 (0 005)
 Auto and shop score 0 006 (0 004) 0 011 (0 005)
 Highest gradex college 0132 (0-011)

 Experience 0 120 (0 008) 0 120 (0 008)
 Experience squared -0 445 (0.048) -0-445 (0 048)
 Local unemployment rate -0 030 (0.005) -0 030 (0.005)
 Age January 1, 1978 0 001 (0 007) 0 001 (0.007)

 Average Marginal
 treatment treatment
 effect effect

 1982-1984 0 346 (0 060) 0 337 (0 060)
 1985-1987 0 337 (0 043) 0 331 (0.042)
 1988-1990 0 360 (0.052) 0 349 (0.051)

 Log likelihood -17,725 932
 Number of individuals 1836

 t Likelihood is calculated using 7 Gauss-Newton quadrature points to approxi-
 mate normal distribution.

This content downloaded from 144.92.38.235 on Thu, 30 Apr 2020 22:11:43 UTC
All use subject to https://about.jstor.org/terms



 TABER COLLEGE PREMIUM 683

 large wage gains during the 1980s while individuals who look as if they should go to

 college during, but do not, have seen smaller gains.
 As mentioned above there are four different local optima associated with each con-

 figuration of factor loading terms in the random effects model. I typically find that for

 each schooling group there is one factor whose skill price is increasing over time and one

 that is falling over time. In this subsection, I restrict the model so that the dimension with
 an increasing factor is associated with OS. One can interpret this as a test of the hypothesis
 mentioned in the last paragraph. I relax this restriction and explore the alternatives in
 Section 6.4 below.

 The estimation results for this version of the full structural model appear in Table 7.

 Since many of the covariates are interacted, the raw numbers are hard to interpret. The

 table can be read most clearly by looking at the summary statistics at the bottom of the
 second page. In terms of both the marginal treatment effect and the average treatment

 effect, controlling for unobserved ability eliminates the increase in the college premium.
 As opposed to the two-step method, I find strong evidence of an increase in the payoff to
 unobserved ability as can be seen either from constructing the t-statistic on ac or by
 looking at the difference in the likelihood between this model and that on Table 6.

 A curious aspect of the results is that the levels of the marginal treatment effect and

 the average treatment effect are quite similar. To gain a further understanding I simulated

 some other treatment effects and found them also to be similar to the average and mar-
 ginal treatment effects. These similarities occur both because (a) the magnitude of hetero-

 geneity in returns is fairly small'0 and (b) since about 50% of individuals attend college,
 the marginal college entrant has close to median unobserved ability (and with normal
 heterogeneity the median is the same as the mean).

 6.2. Selection model

 To test the sensitivity of the model to the dynamic programming specification, I estimate

 an intermediate model in Table 8. I present results from a probit selection model (con-
 ditioning on high school graduation), but estimated via full maximum likelihood with the
 two dimensional ability vector. This method produces treatment effects that are virtually
 identical to the dynamic programming specification. As in the full schooling model there
 is strong evidence of an increasing payoff to unobserved ability. This table can also be
 used to test whether I have found evidence of a dynamic programming element to the
 schooling selection process. Since this model is a special case of the dynamic programming
 model," I can test the specification using a likelihood ratio test. When I perform this test,
 I reject the standard model in favour of the full schooling model at the 10% level, but not
 at the 5% level.

 6.3. Relaxing the normality assumption

 Since these results may be sensitive to the functional forms used, I attempted to relax the
 distributional assumptions on OS and OW. I first attempted to estimate the model using

 10. Note that the fact that there is not a lot of heterogeneity in the returns to college does not necessarily
 mean that unobserved heterogeneity is not important. If the coefficient on unobserved heterogeneity (3k) were
 the same in the college sector as the high school sector, then the "returns to college" would not vary with OS,
 but there still may be substantial bias as OS may be strongly correlated with schooling and wages.

 11. The dynamic programming model reduces to the selection model if the coefficients of ac and U3 in
 the complete high school equation are both equal to zero.
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 TABLE 8

 Results for selection model. Two independent dimensions of heterogeneity, each
 dimension distributed N(0 5, 002)t, NLSY white males

 (Standard errors in parentheses)

 Selection equation

 Variable Attend college

 ocs 1648 (0 632)
 Intercept -2 843 (0 532)
 Highest grade mother 0 054 (0.020)
 Highest grade father 0.085 (0.015)
 Number of siblings -0 065 (0.023)
 Age January 1, 1978 0.031 (0.019)
 General science score 0 054 (0.015)
 Word knowledge score 0 028 (0.011)
 Mathematics knowledge score 0 095 (0.009)
 Auto and shop score -0 086 (0.011)

 Regression equation
 Dependent variable: log weekly wage

 Variable College High school

 1982-1984:
 3W 3 389 (0 156) 3 337 (0 118)
 3S 0 153 (0.258) 0 139 (0 190)
 General science score 0 006 (0 011) 0 002 (0.007)
 Word knowledge score -0 015 (0.008) 0.003 (0 005)
 Mathematics knowledge score 0 017 (0 007) 0 007 (0 005)
 Auto and shop score 0 018 (0.006) 0 012 (0.005)
 Highest grade x college 0 117 (0 024)

 1985-1987:
 3W 2 467 (0 130) 2 595 (0.116)
 3S 1 834 (0.155) 1 749 (0.152)
 General science score 0 001 (0 007) -0 007 (0 005)
 Word knowledge score -0 004 (0 005) 0 004 (0 004)
 Mathematics knowledge score 0 022 (0.004) 0 012 (0.004)
 Auto and shop score 0 004 (0.004) 0-012 (0.005)
 Highest grade x college 0 112 (0.013)

 1988-1990:
 3W 1 531 (0 164) 1 997 (0 153)
 3S 3 315 (0 104) 2 865 (0 122)
 General science score -0 003 (0.007) -0 014 (0 006)
 Word knowledge score -0 006 (0.006) 0 009 (0.004)
 Mathematics knowledge score 0 022 (0.004) 0 016 (0.004)
 Auto and shop score 0 005 (0 004) 0.011 (0.005)
 Highest grade x college 0 133 (0.011)

 Experience 0 121 (0.008) 0 121 (0.008)
 Experience squared -0 457 (0.048) -0 457 (0.048)
 Local unemployment rate -0 030 (0.005) -0 030 (0.005)
 Age January 1, 1978 -0 001 (0.007) -0 001 (0.007)

 Average Marginal
 treatment treatment
 effect effect

 1982-1984 0 345 (0.058) 0 341 (0.059)
 1985-1987 0 334 (0.042) 0.326 (0.042)
 1988-1990 0 339 (0.051) 0 334 (0.050)

 Log likelihood: -17,728 327
 Number of individuals 1527

 t Likelihood is calculated using 7 Gaus-Newton quadrature points to approxi-
 mate normal distribution.

 I The likelihood also includes a probit for high school selection so the likelihood
 can be directly compared with the other specifications.
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 nonparametric maximum likelihood as in Heckman and Singer (1984) but this did not

 work for computational reasons. Instead, I test the robustness of the model by allowing
 the distribution of the heterogeneity to take several other forms. This procedure is less

 than ideal. A nice feature of the model is that when OS, OW and Ets are normally distributed,
 the factor loading terms 6' and 6'j are identified from covariances in the panel data.
 When OS is not normal this is no longer the case and panel data is not required for
 identification of the factor loading terms. When Ets is restricted to be normal, but the
 marginal distribution of wages are not, 6' can be identified from departures from nor-
 mality in the marginal distribution of wages. Similarly, when the error terms of the selec-

 tion model is restricted to be normal, identification of aS can also come from normality
 in the selection equation. This makes the estimates more difficult to interpret.12

 TABLE 9

 Results for full schooling model. Two independent dimensions of heterogeneity, alternative heterogeneity distri-
 butions, NLSY white males

 (Standard errors in parentheses)

 Dynamic programming selection equation

 Mixture of Mixture of

 normals It normals 2t Uniformt

 Complete Attend Complete Attend Complete Attend
 Variable high school college high school college high school college

 (x.v _

 as -0 049 (1.424) 2 122 (0.665) 0 100 (1.655) 7-393 (1.427) 2 948 (0.654) -3 271 (0.396)

 Regression equation

 Variable College High school College High school College High school

 1982-1984:
 ,5.v 44012 (0 200) 3 999 (0.212) 3 574 (0 209) 3 667 (0 154) 1 195 (0 059) 1 191 (0.041)
 3s 1586 (0.346) 1 730 (0.302) -1 461 (0 342) 1 031 (0 353) -0 197 (0 094) 0 692 (0.078)

 1985-1987:
 ,5.v 22303 (0 234) 2 494 (0.254) 3 326 (0 140) 2 546 (0.212) 1 161 (0 052) 0 909 (0 053)
 3s 33228 (0.187) 3 187 (0 197) 1 071 (0.288) 2 782 (0.260) 0 566 (0 075) 1 414 (0.070)

 1988-1990:
 ,5.v 00514 (0.248) 1 153 (0.316) 2 936 (0 229) 1 612 (0.305) 1 128 (0 069) 0 662 (0 051)
 3s 44476 (0 101) 4 298 (0 137) 3 140 (0 259) 4 019 (0.194) 1 137 (0 077) 1 813 (0 077)

 Average Marginal Average Marginal Average Marginal
 treatment treatment treatment treatment treatment treatment

 effect effect effect effect effect effect

 1982-1984 0 269 (0.067) 0 264 (0.066) 0 331 (0.073) 0 297 (0.079) 0 501 (0.065) 0 519 (0.066)
 1985-1987 0 260 (0.048) 0 261 (0.046) 0 126 (0.055) 0 107 (0.063) 0 887 (0.051) 0 909 (0.054)
 1988-1990 0 288 (0.050) 0 287 (0.050) -0 006 (0.071) -0 018 (0.079) 1 175 (0.059) 1 190 (0.063)

 Likelihood -17,700.106 -17,731 122 -17,897 273
 Individ. 1836 1836 1836

 t Both mixtures use 8 Gauss-Newton quadrature points to approximate normal distribution. The first has expected value zero
 for both distributions, but the second has double the variance. The second mixture has the same variance for each, but the
 expected values are one standard deviation apart.
 t The uniform is approximated with 5 equally spaced points with equal probability.

 The estimates allowing for alternative forms for the distribution of the ability terms
 are presented in Table 9. The first specification is a mixture of normals each with equal
 probability and zero expected value, with one having twice the variance of the first. These

 results are presented in the first two columns. They yield treatment effects quite similar

 to Table 7 showing strong evidence of an increase in the return to ability and only a slight

 12. This may also potentially be part of the problem with the semiparametric specification above. The
 identification of distribution of the heterogeneity terms may come from the marginal distribution of wages rather
 than the covariance of wages as one might like.
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 increase in the return to schooling. The likelihood of this model is higher than the base
 model of Table 7. The next specification allows for a mixture of normals with equal
 probability and the same variance, but the expected values were a standard deviation

 apart. This specification was different than any of the others I have tried both in that
 there were multiple local optima in the model without selection, and that the factor load-
 ing coefficient on the ability term switches sign from the first to the second period. This

 model finds very strong evidence of an increasing payoff to ability; so strong that the
 trend in the return to schooling is actually reversed. The likelihood of this model is lower
 than the base model. The third specification allows for essentially a uniform distribution
 for the unobserved heterogeneity. This model actually shows a declining return to ability,
 but the likelihood of this model is much worse than the standard model.

 6.4. Relaxing the restrictions

 In this final subsection I relax the restrictions in the main specification along a number of
 dimensions. Table 6 presents results from a two factor model in which both factors are
 treated symmetrically. In implementing the primary specification in Table 7, I allow the
 second factor to influence schooling choices but not the first. In results presented in Table
 10, I employ an alternative restriction by allowing the first factor to influence schooling
 rather than the second. Again, we see that most (although not all) of the increase in the
 schooling premium is eliminated when we account for selection. However, it differs from
 the main specification in that the level of the selection bias switches sign; the return
 become higher than the OLS returns rather than lower (as in the IV results above). The

 TABLE 10

 Results for alternative restriction: skill price falling over time, coefficients on skills
 (Standard errors in parentheses)

 Dynamic programming selection equation

 Complete Attend

 Variable high school college

 dV

 asS -2 227 (1 127) -1 884 (0-579)

 Regression equation

 Variable College High school

 1982-1984:
 3S 3 489 (0.148) 3 458 (0.123)
 3W 0 658 (0 211) -0 006 (0 173)

 1985-1987:
 3S 2439 (0 136) 2831 (0 111)
 3W,v 2 195 (0.156) 1 610 (0.142)

 1988-1990:
 3S 1 320 (0 152) 2 264 (0 148)
 3W 3.524 (0.090) 2 682 (0 115)

 Average Marginal
 treatment treatment

 1982-1984 0 496 (0.069) 0 484 (0.069)
 1985-1987 0 522 (0.049) 0 515 (0.048)
 1988-1990 0.557 (0.042) 0 548 (0.042)

 Log likelihood -17,725 699
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 log likelihood of this specification is very similar to the log likelihood for the main specifi-

 cation. Following the identification argument above, this result is consistent with the main

 specification above if OS is primarily identified by the trend in wages rather than the levels.

 Both results suggest that the individuals who see their wages rise most rapidly are more

 likely to attend college.

 Relaxing the model along a different dimension gives results that are not as robust

 and more difficult to interpret. Returning once again to the model without selection, there

 is no relationship between the increasing factor in the college wage equation and the

 increasing factor in the high school wage equation. There is no a priori reason to restrict

 them to have the same coefficient in the schooling selection equations. I relax this restric-
 tion in the model presented in Table 11. This model has three factors, one that does not
 influence schooling, one that enters the college wage equation but not the high school

 wage equation, and another that enters the high school wage equation but not the college

 wage equation. This yields two local optima which are essentially indistinguishable from

 TABLE 11

 Results for alternative restriction: allowing differential selection for high school and college skills. Three
 independent dimensions of heterogeneity, each dimension distributed N(0 5, 0 02)t, NLSY white males

 (Standard errors in parentheses)

 Dynamic programming selection equation

 Local Opt. I Local Opt. 2

 Complete Attend Complete Attend
 Variable high school college high school college

 xw

 SH 1 246 (1.523) 1 662 (1 040) 1 210 (1.415) 1 913 (1.110)
 xSC 3 391 (3 508) 1-151 (1.088) 1 726 (3 600) -2 900 (1 235)

 Regression equation:
 Dependent variable: log weekly wage

 Variable College High school College High school

 1982-1984:
 3W 3381 (0.155) 3334 (0.119) 3512 (0151) 3336 (0119)
 3SH 0 153 (0.197) 0 147 (1 195)
 3Sc 0 166 (0.259) 0 640 (0.233)

 1985-1987:
 3W 2 453 (0.135) 2 595 (0.121) 2 388 (0 131) 2 597 (0.120)
 3SH 1 761 (0 158) 1 759 (0 156)
 3Sc 1 861 (0.157) 2 237 (0.162)

 1988-1990:
 3W 1 510 (0 170) 1 995 (0.157) 1 302 (0 143) 2 000 (0 155)
 3SH 2 874 (0.129) 2 880 (0 128)
 3Sc 3 343 (0.113) 3 586 (0 102)

 Average Marginal Average Marginal
 treatment treatment treatment treatment
 effect effect effect effect

 1982-1984 0 347 (0.060) 0 337 (0 060) 0 387 (0.063) 0 367 (0.062)
 1985-1987 0 333 (0.043) 0.327 (0.043) 0 459 (0.044) 0 432 (0.044)
 1988-1990 0351 (0.052) 0340 (0.051) 0557 (0.050) 0516 (0.051)

 Log likelihood -17,725 157 -17,725 934
 Number of individuals 1836 1836

 t Likelihood is calculated using 7 Gauss-Newton quadrature points to approximate normal
 distribution.
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 each other in that changing the specification of the model will change which optimum is
 lower.13 The first local optimum is very similar to the primary specification in Table 7.

 We see a positive coefficient on both "ability" terms in the schooling decisions that elimin-

 ates the increase in the college premium. The second local optimum is different. In this

 case the high school factor enters positively into the college decision as before, but the

 college factor enters negatively. The average return to college actually rises faster than in
 OLS. In both optima we see evidence of an increasing payoff to ability in the high school

 sector. However, for the college sector we see this evidence in one local optimum, but get
 the opposite result in the other.

 It is not clear exactly how to proceed in this case. Econometric theory is essentially
 silent. One can obtain a consistent estimate of the model by choosing the optimum with

 the highest likelihood. However, this may be very misleading as one cannot tell which is
 the "true" optima. This problem does not appear to be common. Other examples include

 Ham and Altonji (1990); Hotz and Miller (1993); Ham, Svejnar and Terrell (1998) who
 also recognize the problem but do not have a clear solution to it.

 In the final specification presented in Table 12, I return to the two factor model, but

 allow both factors to influence schooling. I again obtain two local optima in which the
 likelihood is close. The second local optimum gives results very similar to the main results

 in that the second factor is positive as in Table 7, and the first factor is negative as in
 Table 9. Both lead to a fall in the return to college, so once again it is essentially flat over
 time. However, the first local optimum results in a negative coefficient on unobserved
 ability in the attend college equation for both cases, and the college premium increases
 faster than in OLS.14

 7. CONCLUSION

 In both the instrumental variable model and the Heckman two step specification I find
 no evidence of an increasing payoff in the causal effect of schooling, although the standard

 errors are very large. The results from the structural model yield more precise estimates.
 They typically also find no evidence of an increasing college premium. However, inter-
 preting the results from the structural model is complicated by multiple optima. In general,
 when I allow one factor to influence schooling and wages I find that selection on this
 factor can explain much of the increase in the measured return to schooling over time.
 Allowing for two factors yields two local optima, one in which both effects go in the same
 direction toward reducing the increase in the pattern over time, and another in which the
 effects go in opposite directions.

 Even if the causal effect of schooling disappears, it is difficult to make policy predic-
 tions based on these results since the intrinsic skills with increasing value are unobservable.

 However, we have some information about them. They are not well proxied by the
 ASVAB scores and they do not appear to be learned in college. Furthermore, the skills
 are either learned before leaving school or are highly correlated with information that the
 student possesses while in school. One possibility is that they are related to motivation or
 ability to learn. Hopefully, future work will shed light on the question.

 13. For example changing the way in which cohort effects enter the model does not lead to big differences
 in each of the local optima, but does change which optimum has the higher likelihood.

 14. In the basic model one also obtain two local optima, but the difference between the two optima is
 much larger (2.4 log-likelihood points). The only case in which these log-likelihood are close occurs when cohort
 effects are completely unrestricted. The other local optimum gives unreasonable imprecisely estimated cohort
 effects in the wage equation, so the smoothing seems reasonable.
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 TABLE 12

 Results for alternative restriction: both factors influence schooling. Two independent dimensions of
 heterogeneity. Each dimension distributed N(0 5, 0-02)t NLSY white males

 (Standard errors in parentheses)

 Dynamic programming selection equation

 Local Opt. I Local Opt. 2

 Complete Attend Complete Attend
 Variable high school college high school college

 a Si -2 695 (1.549) -2 027 (0 618) -2 352 (1 596) -0 781 (0 758)
 cx52 3 382 (1 549) -1 910 (0 618) 2 787 (1 596) 1 962 (0 758)

 Regression equation:
 Dependent variable: log weekly wage

 Variable College High school College High school

 1982-1984:
 3S1 3 506 (0.148) 3 489 (0.123) 3 386 (0.154) 3 382 (0.122)
 3S2 0 687 (0.203) -0 024 (0.176) 0 184 (0.258) 0.130 (0.193)

 1985-1987:
 3S1 2 409 (0.132) 2 929 (0.103) 2 452 (0.131) 2 606 (0.120)
 5S2 2 248 (0 162) 1 607 (0.139) 1 844 (0.151) 1 746 (0 159)

 1988-1990:
 3S1 1 279 (0.148) 2 385 (0.145) 1 495 (0.165) 1 955 (0.159)
 3S2 3 570 (0 092) 2 799 (0.121) 3 322 (0.105) 2 898 (0.132)

 Average Marginal Average Marginal
 treatment treatment treatment treatment

 effect effect effect effect

 1982-1984 0 511 (0.071) 0 501 (0 070) 0 347 (0 060) 0 337 (0.060)
 1985-1987 0 620 (0 047) 0 617 (0 047) 0 333 (0.043) 0.327 (0.043)
 1988-1990 0 718 (0 049) 0 713 (0 048) 0 351 (0 052) 0 340 (0.051)

 Log likelihood -17,722 224 -17,723 259
 Number of individuals 1836 1836

 t Likelihood is calculated using 7 Gauss-Newton quadrature points to approximate normal
 distribution.

 On its own, this evidence may not be convincing that there has been an increase in
 the return to ability over time that explains the increasing schooling premium. However,
 it suggests that this could be a very important part of the story. While the evidence of an
 increase in the payoff to these unobserved skills may be weak, the evidence that the causal
 effect of schooling increased is even weaker.
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