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Appendix D Identification

In this section we provide the details regarding section 4 in the paper. We begin with Lemma
D.1 in section D.1. The proof of theorem 1 is presented in D.2. Section D.3 gives the proof
for Theorem 2. To give intuition it begins with the proof for a much simplified version of the
model. D.4 gives the proof of Theorem 3. Sections D.5 and D.6 respectively present Theorems
D.1 and D.2 and prove them. These theorems are the analogues of Theorems 1 and 2 but
modify the model and data by allowing heterogeneity in §; but require the econometrician to
have an infinitely long time span to view the data. These proofs are very similar to the proofs
of Theorems 1 and 2. The proof of Theorem 3 goes through exactly with the assumptions of

Theorem D.2 so we do not explicitly show that.

D.1 LemmaD.1

Suppose that the hazard function takes the form
h(t)=aw(t)+b[l—w(7)],

where

_ 1
14 ce AT

w (7)
and A # 0and ¢ > O thena, b, ¢, and A are all identified from the hazard function.

Proof of Lemma D.1

First, note that

We first show that this relationship and the hazard function equation identifies 2 and b.
Suppose not, suppose there exists another a* # a and/or b* # b that has this same property.

In that case there is a function w(T; a*, b*) for which
h(t) =a*w(7t;a*,b")) +b* (1 —w(T;a",0")),

and

1—w(T;a*,b*)  ,
=c*e T,
w(T;a*,b*)

for some A*and c*.
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then
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(a—b*)+ (b—b*)ce A’

a

does not take the functional form above unless b = b* and a = a*.! To derive this expression
we first plug in the derivation of w(7; a*, b*), then simplify, then plug in the true value of 1 (7),
then multiply top and bottom by (1 + ce‘”) , and then simplify.

Thus a and b are identified.

Since

Ce—/\r :h(T) —b
a—b '’

c and A are clearly identified once 2 and b have been identified.

D.2 Proof of Theorem 1

We show this in three pieces. We first show identification of A", and A%, then P*, 6, A%, A%, and
P(BA)/P(AB), and finally P (AB),P (BA),P(0), P(A0), and P(B0).

Identification of A", and A}

Condition on workers with the following job history: they are initially non-employed, start
at either type firm, become non-employed, start at a B type firm, become non-employed, and
then start at an A type firm. We know these are either AB types or BA types. The probability
that the first firm is a B type firm is

Ay

Pp=—2
B /\,}1_’_)\%/

o see this note that the derivative of the log will depend on T otherwise while at (a*,b*) = (a,b) it would be
constant.
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and this can be directly identified from the data.

We define P4 in an analogous manner. Let T; be the duration of the first non-employment
spell, T, be the duration of the first employment spell, T3 the duration of the second non-
employment spell, T, the duration of the second employment spell, and T5 the duration of the

third non-employment spell. For any values (t‘{, tll’, tr, t3, ta, t5) we can identify

Pr(Ty >, Ty <ty T3 < t3, Ty < ty, Ts < ts5) e (NatX5)fi

Pr(Ty >t T <ty T3 <t3, Ty <ty Ts < 't5) o (MatAp)

Clearly, A", 4+ A is identified as long as we pick values such that #{ # . From this sum and the
definition of Pp we can identify A’} and Aj. Note, that we need to worry about 5, ..., t5 because

we condition on people who experience both A and B type firms before the period ends.
Identification of P*,6, A%, A%, and P(BA)/P (AB)

First, we establish identification of P*. This is simplified by continuing to condition on people
for whom we know either C; = AB or C; = BA. We do this by conditioning on individuals
who start at a type B job, leave to non-employment and then start a type A job at t;. We derive
the hazards of those moving from A to B and from A to non-employment at time ¢; + 7. Since
they have accepted offers from both jobs we know that C; € {AB, BA}. The events that put
one into this conditioning set are independent of type, so the relative proportion of C; = AB
versus to C; = BA will be the same as it is in the population.

The hazard rate out of job A and into job B is
0P*Pg.
for the AB types and
O0P*Pp + A%.

for the BA types. We can write the unconditional hazard rate out of job A and into job B as a

weighted average of the two where the weights are the survivor functions in job A

P (AB) el =P"PAlTs PPy + P (BA) e i7e =0l -P"PAIT [5P* Py + 1]
P (AB) e 91-P*Palt 1 P (BA) e AsTe0l1-P"PalT :

Note first, that if P (AB) = 0 or P (BA) = 0 the hazard will be constant, otherwise it will not
be (since A% > 0). Thus if the hazard is not constant we know P(AB) > 0 and P(BA) > 0. If it
is constant we know either P (AB) = 0 or P (BA) = 0, but not distinguish between these two

cases from the hazard rate above.



In the case in which both P(AB) and P(BA) are greater than zero, this is a special case of

the hazard in Lemma D.1 above with

a :(SP*PB

b =6P*Py + A
_ P(BA)
~P(AB)

A =A%

This allows us to identify A, P (BA) /P (AB), and 6P* (since Pg is identified)
We can also identify the conditional hazard of movements to non-employment at time ¢; +

7. This is

P (AB) e O[1=P"Pa]ts [1— P*] 4+ P (BA) o~ MpTp—0[1-P*PalT 5 1- P
P (AB) [e=00—PPalt 1 P (BA) e AsTe—0[1—P*Palt

=5[1—P*].

Thus, § = 6 [1 — P*] + dP* is identified as is P*.

Since the model is symmetric we can use the analogous argument to identify A¢.

Next, consider the case in which either P (AB) = 0 or P(AB) = 0. If P(AB) = 0 the
hazard rate from A to B will be §P*Pg and the hazard rate from B to A will be 6P*P5 + A%. If
P(BA) = 0 the hazard rate from A to B will be 6P*Pg + A% and the rate from B to A will be
0P*P,4. Note that the ratio of the second to the first will be

OP*Pp + Ag S Pa
O0P*Pp pg’
in the first case and

6P*Py Py

- L < ,
6P*Pg + )\i‘ Py
in the second case, so these are separately identified. In the first case we can identify P* and

A%, while in the second we can identify P* and A%.
Identification of P (AB),P (BA),P(0), P(A0), and P(B0)

First, consider the hazard rate into non-employment for people who start at an A job in their
first job. This is similar to the case above except we no longer condition on having held a B job.
This now includes three groups BA, AB, and AO0.

To identify the P (AQ0) group we use the same argument we used for identification of P*
except that we no longer condition on having a B spell prior to the A spell. We condition on

all individuals who's first spell is a type A spell which starts at ¢; and condition on how it
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ends. Now three preference groups can experience the A spell: AB,BA, and A0. The hazard of

moving from job A to job B at time T is

P (AB) e d1-P"PalT5p*py + P (BA) e YsTe 0L~ P"PAlT [5P* Py + A4)]
P (AB) e—O[1=P*P4]T +P (BA) e—ABTe—0[1=P*P4lT +Pp (AO) e—O[1—P*P4]T

675[17P*PA]T5P*PB + ggig;engrefé[lfP*PA]T [5P*PB + )\%]

e d[1-PPAlT 4 ggifgge—/\Brefé[lfP*PA]r_i_ 5((22))375[171?*&}1’

We have identified everything in this expression other than %, so it must be identified.
P(BO)

An analogous argument will identify 5 (Ap)- 10 simplify the expression define

P (BA)
PEA =D (AB)

_P(40)
P40 =D (AB)

_ P(BO)
£Bo ~P(AB)’

where the values of p are all identified. Then we know that
1=P(0) + [14 ppa + pao + po] P (AB),
and we can also identify the probability that someone has not found a job yet at time T which
is
P(0) + [pAoe’W + ppoe T + (ppa + 1) e—WAHE]T} P (AB),
from which we can easily solve for P (AB) and then the rest of the probability
D.3 Theorem 2

The proof of theorem 2 is very tedious because there are many pieces. To get an intuition for
how this proof will work we first consider an even simpler version of our model. We then

present the proof.

Intuition using Simplified Model

We simplify to one job, no human capital, no measurement error, and that all workers take
the job when it is offered (which means selection is not a problem). There are only two rele-
vant wages, the one received right after non-employment, R;y, and the one received when the

worker gets a competitive outside offer. This will be 7t; since both firms are willing to pay this



wage. Our goal is to estimate the joint distribution of (Rjy, 77;), which we do by identifying the
joint characteristic functions

E[exp (i (s1Rjp + s2711))],

for any s1 and s. To do this we need two periods of wages measured at time 1 and time 2. The
complication is that during each of the two periods we do not know whether the worker has
received an outside offer or not (i.e. the second period wage could be Rjj or it could be 7;). To
solve this problem we condition on people who are working continuously at the same firm in
both time periods and we vary the start time of that spell. Specifically, let 1 — d be the time at

which the job spell starts. There are three possibilities
e The worker receives an outside offer before time 1. This happens with probability (1 — e~*4)

e The worker receives an outside offer between time 1 and 2. This happens with probability

e~ _ p—A(d+1)

e The worker does not receive an outside offer before time 2. This happens with probability
pMd+1)

Then we can write the overall characteristic function as

E[exp (i (s1Win +52Win)) | d]
= (1 - e‘Ad> E [exp (i (s171; + s271;))] + (e_)‘d - e‘A(d“)) E [exp (i (s1Rip + s27i))]

+ e*A(d+l)E [exp (Z (SlRiO + SZRiO))] :

For any s; and s, we can move d continuously, so we are generally overidentified as we
have many equations and only 3 unknowns: E [exp (i (s17t; + s271;))], E [exp (i (s1Rio + s2711) )],
and E [exp (i (s1Rjp + 52Rjp))]. Thus, intuitively this is identified-and it is pretty clear in this
case that since (1 — e*/\d) is nonlinear, we should be able to find values of 4 to identify it as the
model seems clearly over-identified.

To show identification formally, we consider some special cases of d. First, consider the

first time period only (s, = 0). Note that

limg)oE [exp (i (s1Wi)) | d] =limg) {(1 - e—/\d) Elexp (i (s177;))] + e ME [exp (i (SlRiO))]}
=E [exp (i (s1Rjp))]

which is the characteristic function of R;g and it is identified for any value of s;.



Use this same equation but take any other value of d then

E [exp (i (s17;))] _E [exp (i (Sl<zvi)3]):i;_Ad¢R (sl)/

is also identified for any value of s;.

Finally, note that

E exp (i (s1Rio + s271:) )]
E [exp (i (s1Wiy + s2Win))] — (1 — e ) E [exp (i (5171 + s2717))] — e M VE [exp (i (s1Rjg + 52Rjp) )]

- (e M — g~ AdH))

E[exp (i (s1Wi +52Wi))] — (1 — e™) E [exp (i (s1271;))] — e MFVE [exp (i (s12Ri0))]
= (e=M — e-A[@+D))

where 515 = 51 + s2. Since everything on the right hand side is identified, the left is as well.

Proof of Theorem 2

To shorten some of the expressions we will use shorthand notation ®;jy,, which we define as

Dijeneh =10g (Rijenyn) -
Identification of Distribution of Measurement Error (¢;;)

First, we identify the distribution of measurement error and then the arrival rate of human

capital, A;. We condition on a group who
e Are non-employed until time 1 — d;
e Start working in job A at time 1 — d; and leave to non-employment at 1 4 d;

e Are non-employed until time 2 — d3 when they start again at a type A firm and they stay
through period 2

We assume that the d;’s are sufficiently small, so spells do not overlap.

We can identify the joint distribution of (wj;, wj;) conditional on the events above for alter-
native values of dq,d>, and ds.

Taking limits of the above objectas d; | 0,d; | 0,and d3 | 0, we can identify the conditional

distribution of

(@ia000 + Ci1, @iao00 + Ciz)

for our conditioning group. The first component of these wages will correspond to r;400, be-

cause the workers have not had enough time to accumulate human capital or get an outside
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offer. Notice, that since 1y = 1 then R;a00 = Wiaoo, i-e. the rental rate is equal to the wage
paid. Using Kotlarski’s lemma (Kotlarski 1967) we can identify the the marginal distributions

of both the measurement error and @; 4¢go-

Identification of A},

Next, we show identification of Aj,. To economize on notation we will use E (- | d) to denote
the expectation conditional on the events described above at values of d = (d1,d>,d3). We use
the same conditioning group as in the Measurement Error section and continue to send d; | 0

and ds | 0, but allow d; to vary. We can identify the conditional characteristic function

: E (ezswiz | d) : —Apd 15; —Apd 15(0;
lim ————~ = lim [e W2 E (!0 | ) 4 (1 —e M 2) E (e'@iam | d)} .
Ao ¢g(s) dy,d310

By varying d, we can identify ;.2 Intuitively, varying d, varies the time that the worker has

to receive a human capital shock.

Identification of 1, §, and the Distribution of Wages for the AB types

We now consider identification of 1; and demonstrate identification of the full wage distribu-
tion for the AB type. Identification of the latter is complicated, so we will do this in steps by
showing identification of expanding subsets of the full distribution.

For the AB types there are the seventeen different labor market statuses possible

2To see how, take the ratio of the derivatives of this function in terms of d, at two different values of d; and it
will be a known function of Aj,. First note that the derivative with respect to d; is

dlidnlo {—/\hef/\”dzE (e'7ia0 | d) + /\hef/\”dzE (eSTiaon | d)] :/\hef/\hdz [E (e'7i4% | A) — E (e"Tia0 | A)]
1,43

where the notation E(- | A) means the expected value conditional on taking an A job first. Now take the ratio of
this at two different values of d, say d5 and dé’ then

Ape—Mnds [E (7140 | A) — E (&' | A)]
Ahei)‘hdlzl [E (eISVle(] | A) — E (e75riA01 ‘ A)]
— oM (dy—ds) )

A(dS, dy) =

A(d3,d5) is directly identified from the data and

L los (A, a2))
R =
dj — d3



Table D1
Labor Market Statuses for AB workers

1 jG,t) | h(i,t) | €G,t) | ho(i,t) | Wage | Log(Wage) |
A 0 0 0 Ri 00 ©; A000
A 0 B 0 Riao @ AB0O
A 0 A 0 TTiA ;A A00
A 1 0 0 Riao01 i A001
A 1 B 0 Riapoyn @; ABO1
A 1 A 0 A ©;AA01
A 1 0 1 Riao1¥1 ©;A011
A 1 B 1 Riap1{1 @i AB11
A 1 A 1 a1 @iAA11
B 0 0 0 Ripoo ©B000
B 0 B 0 TTiB @;BB00
B 1 0 0 Ripooyn @iBoo1
B 1 B 0 g1 @;BB01
B 1 0 1 Rigo1y1 @;B011
B 1 B 1 g1 @;BB11
0 0 NA NA NA NA
0 1 NA NA NA NA

where as a reminder j(i, t) is the current job, h(i, t) is the current level of human capital, and
0(i, t) and ho(i, t) are respectively the outside option and level of human capital when the

current hmuna capital rental rate was negotiated.

From Table D1 one can see that for an AB worker’s wages depend on the joint distribution

of eight objects (in addition to )

(Ria00, RiaBo, Tia, Ripoo, i, Riao1, Riag1, Rigo1)

The model is overidentified so there are multiple ways to show identification. We focus on a
particular set of transitions and show identification by taking limits. We emphasize that this is
sufficient to show identification, we do not think it is necessary. We assume that workers start
their labor market career in non-employed and receive their first job at 1 — d;. The following

table shows the transition path.



Transition Time

Start at A 1—-d;
Move to non-employment 1+d,
Start at B 2—dj
Move to non-employment 2+4dy
Start at B 3—ds —dg
Move to A 3 —dg
Move to non-employment 3+dy
Start at A 4 —dg
Move to non-employment 44 do
Start at B 6 — dio
Move to non-employment 6 +dn
Start at B 8 —dip—diz
Move to A 8 —di3
Move to B 8+ diy

with d; > 0 for j = 1,...,,14. We assume that the d;’s are sufficiently small such that the above
spells do not overlap. The goal here will be to look at the joint distribution of wages
conditional on the d;’s. Analogous to above, we use the notation E |- | d] to mean the

conditional expectation conditioning on events occurring at times denoted by d; — d14.
Identification of Distribution of (wj, ..., wig) conditional on (d,C; = AB).

In going forward we condition on functions of wages from the first eight periods f (w1, ..., wig).
Since we observe these workers at both firm types, we know they are either AB types or BA

types. For any function f(wj, ..., w;g) notice that

E (f(will'"/ ?/Uig) | d) =P [AB | d] E [f(wilr'“/ wiS) | d/AB]
+ P[BA | ] E [f(wi, .., ws) | d,BA].

The last value d14 will play a crucial roll in distinguishing between these expressions. As it is
not realized until after period 8 it does not affect either E [f (w;y, ..., wig) | d, AB] or E [f(wi1, ..., w;ig) | d, BA].
However, it does influence P [AB | d], because a BA type can move from A to B directly ei-
ther because they got an outside offer from a B firm or because the they were laid off and
got an immediate offer. For an AB type it can only be due to the latter event. It is straight

forward to show that given the result of Theorem 1, P [AB | d] is a known function of d3

STtis
a

PAB|d] =——,

where

a = P (AB) E (e~ Wit@)(dordi)=blasdi) [g,p Py 4+ 2417 5,P* Py )

b= P(BA)E (e—tf,-(d5+d12)—()tfg+5,)(d13+d14) [5[P*PA]2 [(51'P*PB +A%]) .
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Notice then for any distribution of wages, f(-), and any values of dy, ..., d13, by moving di4
we can separately identify E [f(wji, ..., w;s) | d, AB] from E [f(wj, ..., wis) | d, BA]. We refrain
from making this argument repeatedly but just condition on types implicitly assuming that
E [f(wi, ..., wi) | d, AB] is identified.

While in principle we could show full identification of the eight dimensional distribution

all at once, it is very complicated so instead we show it in pieces. We start with 3 parts.
Identification of joint distribution of (R;a00, Rigoo, Riapo) for the AB types

We start by sending d...ds | 0 and look at the joint distribution of (wj;, wi, wiz) . A com-
plication is that at time 3 — d¢ individuals who moved directly from B to A could have either
gotten an outside offer from an A firm or been laid off and found a new job immediately. De-
fine p3(d) to be the probability that it is a voluntary transition. This a complicated but known
expression since it involves only transition parameters which we showed are identified in The-
orem 1.

Then for any values of s; — s3 we can identify

E [exp (Z (slwil + Shwjp + 53wi3)) ‘ d, AB]

lim
1Ty 10 Pz (s1) Pz (52) e (53)
= Lz lir{}qw 03 (d)] E [exp (i (s1@ia000 + $2®@ipooo + S3@iaBo0)) | AB]
1--/t6
+ |:d lilglw (1 — 3 (d)):| E [exp (i ((51 + 53) @;A000 T+ SZCDiBOOO)) | AB] . (E.2.1)
16

We will use the same basic argument for identification of the model throughout this section.
We will be explicit about it here, but not as explicit in what follows (which will involve many

more terms).

1. limy, 4,10 03 (d) is identified as it is a known function of parameters that we have shown

are identified.

2. By setting s3 = 0 we can identify E [exp (7 (s1®@;a000 + S2@igooo)) | AB] from the expres-

sion above.

3. Once this is identified, E [exp (i ((s1 + S3) @ia000 + S2@ipooo)) | AB] is identified as we

vary ss.

4. Everything in the expression (E.2.1) above is identified except

E [exp (i (s1®;4000 + S2@iBooo + S3iaooo)) | AB] so we can solve for this expression as

well.
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5. E [exp (i (51®;a000 + S2@iBooo + S3@iapoo)) | AB] is the characteristic function of

(CDiAQOO, ;B000, CDZ‘ABOO), so since this is identified, the jOil’lt distribution of (RZ‘AOO, Rigoo, RiABO)

conditional on C; = AB is identified.
Identification of (R;ao0, Rigoo, Riao, Rao1, Rio1, Riap1) for the AB types

Now we extend the argument to include the joint distribution of

(Ria00, RiBoo, Riapo, Rao1, Rigo1, Riag1) ,

for the AB types by adding wages for periods 4, 6, and 8. We will now vary d; which will
allow for the possibility that human capital evolves between time 3 and 3 + d7 but send other
values of d towards 0. There are 8 possible indistinguishable events that can occur in the data;
(the job-to-job transition to job A at time 3 — d; is voluntary/involuntary) x(human capital
evolves or does not evolve between period 3 and 3 4 d7) x (the job-to-job transition to job A at
time 8 — dy3 is voluntary/involuntary). Let p3 and pg be the limit as d;..., dg, dg, ..., d13 | 0 of the
conditional probability that the job-to-job transitions are voluntary at time 3 — dg and 8 — d3,
respectively. These are identified as they depend on transition parameters that we have shown

are identified.
For any value of 51 — s¢ we can identify

T E [exp (i (s1w1 + S2wjp + 53wz + 54Wjg + S5wj6 + SeW;g)) | d, AB]

m

dy e g, ., d13,0 Pz (1) Pz (52) Pz (53) e (s4) Pz (55) P (36)

=e M7 [p30g] E [exp (i ((s1 + 54) @000 + (52 + 55) @;gooo + (53 + S6) @iapoo)) | AB]
+e M7 5 (1 — pg)] E [exp (i ((s1 + 54 + 56) @ia000 + (52 + 55) @ipooo + 53@;iapoo)) | AB]
+e M7 [(1 — p3) ps] E [exp (i (51 + 53 + 54) @;4000 + (52 + 55) @iBooo + S6@iapo0)) | AB]
+e M7 [(1— p3) (1 — pg)] E [exp (i (51 + 53 + 54 + 56) @ia000 + (52 + 55) @igooo)) | AB]

+ (1 - e_/\hd7) [0308] E [exp (i (51000 + 52@iBooo + S3@iAB00 + S4@iA011 + S5@;po11 + S6@iap11)) | AB]

+ (1 - e_Ahd7) [03 (1 —pg)] E [exp (i (514000 + 52@iBooo + 53@iaBo0 + (54 + 56) @ia011 + S5@ipo11)) | AB]
+ (1 - efA"d7> [(1 —p3) ps] E [exp (i ((s1 + 53) @i 000 + S2@iBo00 + 54@;A011 + 55@;ipo11 + S6@iapi1)) | AB]
+ (1 - ef/xhd7> [(1—p3) (1 —ps)] E [exp (i ((s1 +53) @i000 + 520;pooo + (54 + S6) @ia011 + 55@;po11)) | AB].

We showed above that the first four expressions are identified. Thus, we have four new ex-

pressions to identify:
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a)E exp [i (s10;4000 + S2@iBo0o + S3@iAB00 + S4@iA011 + S5@iBo11 + S6@iapi1) | AB]

(a)

(b)E exp [i (51000 + S2@iBooo + 53@;aBoo + (54 + 86) @ja011 + S5@iBo11) | AB]

(c)Eexp [i ((s1+ s3) @;a000 + S20iBooo + S4@D;a011 + S5@iBo11 + S6@iap11) | AB]
)

(
(
(
(d)Eexp [i ((s1+53) @ja000 + 52@ipooo + (54 + 86) @ia011 + S5@iBo11) | AB]

We use the same approach as above. If we evaluate at s3 = s¢ = 0 these expressions are the
same and thus E [i (51®; 000 + S2®@ipooo + Sa@;a011 + S5@;ipo11 | AB)] is identified. This identifies
(d) for any values of s — s.

Again, using the same type of argument, given (d), keeping s3 = 0 but varying the other
values of s; identifies (c), and setting ss = 0 but varying the others gives (b). Then everything
in the large equation above is identified other than (a), so it is identified by varying all values

of S]'.

Identification of Y

Next, we consider identification of 1; which we can do from E [log (W;7) | d, AB] alone. In
order to do this we condition on 1 < dy; < 2, so that we observe w;; and we will vary d, but
send the rest of the d; | 0 (except d14 as usual). For this case there are three possibilities: human
capital has not evolved before period 7, human capital evolves between time 1 and time 1 + d,
and human capital evolves between periods 6 and 7.

lim  E[log (w; d,AB] =
1o drs |0 [ g( 17)‘ ]

e

e Mlira] (E_A%E [@iBooo | AB] + (1 - fAB) E [@ipgoo | AB])

+ (1 - 34"‘&) (fﬁAgE [@igo11 | AB] + (1 - @%) (E [@ipp11 | AB]))

+ (fA”dz - 37/\”[1”2]) (efAFBE [@igoo1 | AB] + (1 - 37%) E [@igp11 | AB}) +E (&)
—e~Mul1+4] (37)%5 [@igooo | AB] + (1 - 37}&3) E [log (mip) | AB})

+ (1 - 37}”’0]2) (efAEBE [@igo11 | AB] + <1 *e%"}> (E [log (7ip) +log (1) | AB]))

+ (e — eI ) (e=ASE [ipo00 +log (91) | AB] + (1=~ ) E [log (i) +log (1) | AB]) +E (Zi7)
—e Mo\ [@ipooo | AB] + (1 - e_Ahdz) e [@;pon1 | AB] +E (Gir)

+ (1= ¢) Eflog (ris) | AB]+ [(1—e) 4 (e M — -1 | 1og ().

Everything is identified in this expression except E [log (71;5) | AB] and log (¢) , so by varying
d; they can be separately identified.

Identification of (R;a00, RiaBo, Ripoo, Riao1, Riap1, Rio1, 7tia, 7tig) conditional on AB

Now we assume that 1 < d; < 2and 1 < dg < 2, so that we observe wages at all times

1,...,8. Using an analogous argument to the discussion of identification conditional on AB
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above, by varying dy, we can identify the expected value of f(w;, ..., w;s) conditional on d and
human capital arriving between time 3 and 3 + d; (write this conditioning as Hiy = 1). To

simplify the notation we define

@i =log(mia)

;g =log(7ip).

We will send the rest of the d;’s to zero (other than d7, do, d11, and d14). Since we condition
on human capital arriving between period 3 and 3 + d7, we know that the wage in the first
period will be approximately R;aq0, the second period R;pg, the fourth R;401, and the sixth
Ripo1. As before for the third and the eighth period the wage can take two values depending
on whether the job-to-job transition was voluntary or not (R; 400 or R;apo in 3 and R;4010r R;ap1
in 8). For period 5 the wage can take 3 values depending on outside offers: either R;4¢; if no
outside offers, R; 4p; if an offer from a B type only, or 7,4 if an offer from an A type. Similarly in
period 7 the wage can take 2 values depending on whether there was no outside offer (R;po1)
or an outside offer from a B firm (m;3).* This gives a total of 2 x 2 x 3 x 2 = 24 different
possibilities.

Analogous to above, we define p3 and pg be the limit as dj, ..., d¢, ds, d10, d12,d13 | 0 of the
conditional probability that the job-to-job transitions are voluntary at time 3—d¢ and 8 — dy3,
respectively.

Putting this together can identify the complicated expression with the relevant 24 terms.

4Gince we are considering AB types they could not have gotten an offer from an A firm or they would have left.
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[gV | ((NdVie8s + 1148 0Ls 4 T108!09s 4 LIV VI0Ss 4 TI0VgPs 4 0008!0Ts + 000Ve) (€5 + Ts)) 1) dxa] 7 [80 (€0 — 1)] A?\m 1 A@Tm _ HV T
[V | ((118VieSs 4 110810y (Ls + 95) + 1LV VigrSs 4 10ViayPs 4+ 0008!eyZs 4 00V!e) (€5 + 1s)) 1) dxo] 7 [80 (€0 — 1)] 4, _ A?\m B Hv i

[qv | ((118Vie8s + 11d8!0Ls 4 1108} 9 + 110V (Ss 4 Fs) + 0008!a)Zs 4 000V (€5 + 1s)) 1) dxa] 7 [80 (€0 — 1)] Am,«\m — ﬁv (Tv+Vy) =2 T

[y | (11885 4 1108'0) (Ls + 95) + LIOVI0) (Ss + Fs) 4 0008!mTs 4 000V (€5 4 Ls)) 1) dxa] 7 [8d (€0 — 1)] 1y (14 vy) 2 +

[

ﬁma\ 7 AA:mmNQnm + 1104!)9s 4+ 118VImSg 4 110V Aww + wmv + 008VImes 4 0009} 0)Ts + ooo«igﬁmv D &x& g :wQ — Hv m& Am,«\m — Hv Am<\m — Hv
ﬁmd\ 7 AA:om.NQv Ahm + omv + 118Vimsg 4 110V Aww + wmv + 008Vimes 4 0009} )Ts ooo«QQgHmv Nv QX& q :wQ — ﬁv m& m<\m Am,\\m — .Hv m<\m +

ﬁmM\ 7 AA:mmN%hm + T109!9s ++ 11IVV!mSs 4 110V Awm + wmv + 009VImes 4 000! mTs 4 oooa\wgﬁmv Nv QX& 7 :wQ — Hv m& Am,\\m — Hv A«%&\N — ﬁv +
Tm:\ 7 AA:omNQ Ahm + omv + LIVVigSs + 110V Awm + wmv + 009VImes 4 000d!mTs 4 ooo«ﬁgﬁmv Nv Qx& q :wQ — Hv m& ay_2 Afxlm — ﬁv +

[qV | ((1108!0)9s + 1188} Ls 4 TI0VI) (8s + S5+ Fs) 4- 008VImEs + 0008!aTs + 000Vim1s) 1) dxa] 7 [(8d — 1) €0 AWTN — ﬁv (Ty+Vy) =2 T

va\ _ Aﬁ:omwg Amm + mmv + L0V Awm + S5+ wmv + 00VImes 4 000d!mTs 4 ooo«ﬁgﬁmv Nv wa_ q :wQ — ﬁv m& m<lmﬂm<+m<vlm +

~m< _ 2:&«&@ Awm + mmv + U148ty Ls 4 110} 9s 4 110Vim¥g 4 008VimEs 4 0009 0yTs + ooo«ﬁ@uﬁmv Nv me_ 7 ?Qm& Am<\m — Hv Afx\& — ﬁv wz\\m +
ﬁmm\ _ AA:m«Q@ Awm + mmv + 1104} Ahm + @mv + LI0VImbs 4 009Vimes 4 0009} mis 4 ooo«ﬁmﬁﬁmu NV QXQ_ 7 ?Qm& ay_2 Amt«l& — ﬁv vy_? +

[gy | ((114Y!08s + 11d8iaLs + 1108195 4 LIV VIS 4 LI0VIgybs 4 008VIgyes 4 0008!a)Ts 4 000VIeyls) 1) dxa] 7 [80€d] Amfm - Hv Amfm - Hv +
T:\ _ AA:m«Qme -+ 1108} Amw + omv + LIVVIgpSs + 110VImYs 4 008VimEs 4 0009¢0pTs + oood\N%ﬁmv Nv QX& q TWQM& m<\m Aﬁ,«\m _ Hv +

ﬁmd\ _ AA:mﬁ\.NOuwm + 1144l mLs 4 1104} + 110V Amm + wmv + 009V!mes ++ 0009} Ts 4 ooo«i@imv Nv wa_ q ?Qm& Am,«\w — Hv Am<+m<v\m +

ﬁm‘\ _ AA:m«Qme + 1104} Ahm + omv + 110V Amm + wmv + 008VImeg 4 00097 mTs ooo«@@imv Nv wa_ q ?Qm& m<\wﬁm<+«m<

(85) 2 (£s) 2 (95) 2p (Ss) 2 (¥s) 2 (€5) 2 (Ts) 2 (1s) 2 0T et 2t Otp*spropip

It
[1=7"H'gyp| ((8m8s 4 Lmls + Fm9s + SmSs + Vim¥s + €mEs 4 Umis + Vmls) ) dxo] 7 L

)2 =
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. ﬁm«\ _ AA:mmN%hm + 11097395 + 11dVipSs  110V!m Awm + wmv -+ 0004!@)Ts + 000V Amm + Hmvv D Qx& q :wQ _ Hv AmQ _ Hv_ Amz\\m _ ﬁv Am&\& _ ﬁv 2+

Y-
[qy | ((110810> (Zs + 98) + 11AVISs 4 LI0V!0) (Ss 4 Fs) 4 0008/Zs 4 000V!ey (€5 4 1)) 1) dxa] 7 [(80 — 1) (€0 — 1)] g,_2 Aﬁ\m _ Hv V2 +

[gy | ((1188i0Ls + 11081095 1 TIVVigySs 4 T10Vigy (8 + Fs) + 0008!eyTs 4 000Viey (€5 + Ts)) 1) dxa] 7 [(80 — 1) (€0 — 1)] Aﬁ\m _ ﬁv Tkxm _ ﬁv +
[gy | (110810 (£s 4 95) + TIVVIeSs + T10Vig) (8s + Fs) + 0008ipZs + 000Viy (€5 + 1s)) 1) dxa] 7 [(80 — 1) (€0 — 1)] ASTN _ ﬁv B+

[g | (V8L 4 110810295 + T10VI) (85 4 Ss + Ts) + 0008!0rTs + 000VIep (€5 + 15)) 1) dxd] 7 (80 — 1) (80— 1) (s vy)_2 TTM _ ﬁv +

gV | (110810 (£ 4 95) + T10VI (85 4 Ss + Fs) + 000810pTs 4 000VIey (S5 4 1s)) 1) dxo] 7 [(80 — 1) (€0 — 1)] g0 Aﬁ\w _ ﬁv T

~m~\ _ AA:mmNth + 1104!9s + 114V Aww + mmv + LI0V!m¥s 4+ 0004} Ts + 000V Amm + ﬁmvv Nv wa_ q TWQ AmQ — ﬁv_ Amz\\m — .Hv sz\\m — .Hv 2+

Vv—

Tu@w _ Q:m«\\@wm + T10d!e Ahm + omv + L0V Amm + wmv + 009VImes + 0009} Ts 4 ooo«ggﬁmv NV wa_ q ﬁwQ AmQ _ ﬁv_ m<\m Amz\\m _ ﬂv <@<\m +
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We now have sixteen new terms that have not been previously identified.

(a)E [exp (i (s1@i4000 + 52@iBooo + 53@;AB00 + (54 + 55) @ja011 + S6@iBo11 + S7@iBp11 + S8@iaB11)) | AB]
(b)E [exp (i (514000 + 52®iBooo + S3@iAB00 + 54@iA011 + 55@;A411 + (56 +57) @ipo11 +58@iap11)) | AB]
(c)E [exp (i (s1®;4000 + 52iBo00 + 53@iAB00 + S4®@;A011 + 55@iAA11 + S6@iB011 + S7®@;pB11 + S8@iaB11)) | AB]
(d)E [exp (i (s10; 4000 + 52®iB0o0 + S3@;AB00 + 54@iA011 + (S6 + 57) @iBo11 + (55 + 88) @iap11)) | AB]

(e)E [exp (i (51000 + S2@iBooo + 53@iAB00 + (54 + 55 + 58) @ia011 + (S6 +57) @ipo11)) | AB]

(f)E [exp (i (s1®;4000 + 520iBo0o + 53@iABo0 + (S4 + 58) @ia011 + S5@;a411 + (86 +57) @;po11)) | AB]

(8)E [exp (i (s1®; 4000 + 52iBoo0 + 53@iAB00 + (54 + 88) @iA011 + 550411 + S6@iBo11 + 57@ipB11)) | AB]
(h)E [exp (i (s1®; 4000 + 52@iBo00 + $3@iAB00 + (54 + 88) @iA011 + S5@;aB11 + 56@iBo11 + 57®@iBB11@iB)) | AB]
(i)E [exp (i (51 +53) @;a000 + 52@iBooo + (54 + 55) @011 + 56@iBo11 + 57®iBB11 + S8@;iaB11)) | AB]

(J)E [exp (i ((s1 +53) @; 4000 + S20iBoo0 + S4@iA011 + S5@ia411 + (S6 + 57) @ipo11 + 5s@iap11)) | AB]

(k)E [exp (i ((s1 + 53) @iA000 + 52®iB000 + S4®@;A011 + S5@iaA11 + S6@ipo11 + S7@;pp11 + 58@iap11)) | AB]
(1)E [exp (i ((s1 + 53) @i4000 + S2@iBooo + 54@ja011 + (S5 + 58) @iap11 + S6@iBo11 + 57®;pp11)) | AB]
(m)E [exp (i ((s1 + 53) @ia000 + 52@ipooo + (54 + 55 + 58) Dja011 + S6@iBo11 + 57@ipp11)) | AB]

(n)E [exp (i ((s1 + 53) @i4000 + 52®iBooo + (54 + 58) @jA011 +55@0ja411 + (S6 +57) @igo11)) | AB]

(0)E [exp (i ((s1 + 53) @ja000 + 52@iBoo0 + (54 + 88) @ia011 + 55@;A411 + S6@iBo11 + 57@iBB11@iB)) | AB]
(P)E [exp (i ((s1 + 53) @ia000 + 52@ipooo + (54 +58) @jA011 + S5@iaB11 + S6@iBo11 + 57®@;pB11)) | AB]

We use the same basic approach as above: We set various values of s; to zero we can identify
the components. To see how to identify all of these terms, setting s3 = sg = s5 = 0 all of the

terms simplify to either
Eexp [i (51@ia000 + 52@iBooo + 54@iA011 + S6@ipo11 + S7@ipp11) | AB]
or
E exp [i (51®;4000 + S20iBo00 + Sa@ia011 + (S6 + 57) @ipo11) | ABJ.

However, we have already shown identification of latter of these terms, which means the for-
mer is identified. Identification of this gives identification of term (m). Using a similar argu-
ment, setting s3 = ss = s; = 0 we can identify term (n). Given these setting s3 = s5 = 0 we
can show that (p),(i) and (I) are identified. Setting s3 = ss = 0 we can identify (0), s3 = sy =0
gives (j), s5 = sg = 0 gives (e), and sy = sg = 0 gives (f). Now with these setting s3 = 0 gives
(k), s = 0 gives (g), s5s = 0 gives (a), (d), and (h), and s; = 0 gives (b). This leaves only term
(c) which is identified by varying all 8 terms given knowledge of all the other terms. This is the
characteristic function for the joint distribution. Thus, we have shown that the joint distribu-
tion of wages for type AB workers can be non-parametrically identified since the characteristic

function uniquely determines the distribution.

Identification of the Distribution of Wages for the Other Types

Using a symmetric argument reversing A and B we can show that the distribution of
(Riaoo, 7tia, Rip o, Rigoo, 7tis, Riao1, Ripa1, Ripot)
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for the BA types is also identified.
Next consider the A0 types. We will use an argument similar to above, though it will be

much simpler as there are fewer labor market statuses to worry about.

Table D2
Labor Market Statuses for AQ workers
| jG,t) | k(i t) | €G,t) | ho(i,t) | Wage | log(Wage) |

A 0 0 0 Ria00 @i A000
A 0 A 0 TTiA @i AA00
A 1 0 0 Ria001 @; A000
A 1 A 0 AP @i AA01
A 1 0 1 Ria019n @;A011
A 1 A 1 a1 @iAA11

From Table D2 one can see that for an A0 worker wages depend on the joint distribution of

just three objects (in addition to )

(Ria00, TTia, Riao1)-

Since there are three objects to identify, we only need to use the first three periods. We
consider the following the transition path. Individuals begin non-employed at time zero and

we will take dy > 1

Transition Time
Start at A 1-d;
Move to non-employment 1+ d;
Start at A 2—dj

Move to non-employment 2+ dy

We can identify

Eexp [i (s1wi1 + sawip + Sgwig) | d] :P(AB | d)E exp [i (slwﬂ + Sywip + 53wi3) | AB, d]
+ P(BA | d)Eexp [i (sywi1 + Sowip + s3wiz) | BA, d]

+ P(AO | d)E exp [i (s1win + spwip + S3w1'3) | AQ, d] .
Since everything else in this expression is identified, we can identify
Eexp [i (slwﬂ + Sowin + S3wi3) ‘ AOQ, d] .

Furthermore, analogous to the argument above using d7, we now vary d, to identify the
expected value of f(wji, ..., wj3) conditional on d and human capital arriving between time 1

and 1 + d; (write this conditioning as Hj; = 1). Then we can identify

Eexp [i (slwﬂ + Swip + 53wi3) | AO,d,Hjp = 1] .
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In this case there is only one thing to worry about-whether the worker received and offer

from another A firm between periods 2 and 3. Thus, taking d; | 0 and d3 | 0 we can identify

. Eexpli (s1wi1 + s2wpp + s3w;3) | A0,d, 6, Hp = 1]
lim
d, 4310 ¢z (s1) Pz (52) P (83)

:efAAE exp [1 (S]wiAOOO + [52 + 53] coiAOll) ‘ AO]

+ (1 — e‘“) Eexp [i (51®@;a000 + $2@ia011 + S3@;a411) | AO].

Set s3 = 0 and we can identify E exp [i (S1®;4000 + S2@ia011) | A0, 5] . Knowledge of this gives
knowledge of E exp [i (s1®;a000 + [S2 + 53] @ia011) | A0, d] and then allowing s3 to vary means
we can identify E exp [i (@000 + S2@ia011 + 53@iaa11) | A0, 6] and thus the joint distribution of
(R; 00, 7Tia, Ria01) conditional on ¢ for C; = AO.

An analogous argument gives identification of the joint distribution of (R;poo, 7tig, Rio1)
conditional on ¢ for C; = B0.

Thus, we have shown that wages, turnover parameters, and type proportions are identi-

fied.

D.4 Proof of Theorem 3

The proof here is general enough to cover both the homogeneous J/finite time case and the
heterogeneous J;/infinite time case.

In Assumption 4, we have assumed that Pr(C; = AB) + Pr(C; = BA) > 0, so there are
at least one of these two groups. The AB and BA types are symmetric with each other as are
the A0 and B0 types-so we only show the results for the A0 and AB types with the B0 and
BA being analogous. This proof is done in four steps. The first two steps focus on the first
part of Theorem 3, where we consider the case in which wages are not bargained (or where
workers are indifferent, so bargaining does not matter). First, we do this for C; = A0 and then
for C; = AB. The final two steps show that p is not identified. Likewise, we first show this for
C; = A0 and then for C; = AB.

We will continue to use the notation from Theorem 2 that

Dijengn =108 (Rijeny Pn)
First part of proof for C; = A0

For this group there are four potential wages (R;ao0, Riaa0, Riao1, Riaa1) - However, Rjj40 and

Riaa1 are trivially equal to 7;4, so only the two relevant endogenous wages are R;s0p and
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Riao1- They are determined by the following conditions

(P +6; + /\fq + )Lh) [‘BVZ'A()(TCZ'A) + (1 — ,5) ViOO] (E.3.1)
=uia (Riaoo) + A% Viao(7ia)
+ 0V + AnViar (Riaoo)

(0 +0i + A%) Viar (Riaoo) (E.3.2)
=u;ia (Riaoo¥1) + AQVia1 (miar) + 6 Vi
(p+0+A%) [BViar(mia) + (1 = B) Vin] (E.3.3)

=uia (Rian¥1) + AQViar(mia) + 0V,
and we also know that V;40(7t;4) and Via1(71i4) are determined by

(o +6i + An) Viao(7tia) =uia (7ia) + 0iVigy + ApVia1 (7ia) (E.3.4)

(P+5) ViA1(7TiA) =Ujp (7T1‘A1,U1) +(5iVi}31. (E.3.5)
Using equations (E.3.1), (E.3.2), (E.3.4), and (E.3.5) through algebra one can show

(046 + A% +Ap) (1= B) [Viao(7tia) — Vioo] = [tia (7ia) — tia (Riaoo)] (E.3.6)

A
+ [tia (mia1) — tia (Riaoot1)] PR

From which we can see that: (a) if B = 1 then the left hand side of (E.3.6) is zero so R;a00 = i,
because utility is strictly increasing in wages. (b) if Vigo = Via0(71;4) then the left hand side of
(E.3.6) is also zero so Rjapo = 7ia. (¢) if B < 1 and Vigo(71i4) > Vigo then the left hand side of
(E.3.6) is positive, so the right hand side must be as well. This implies that R; 400 < 4.

This means that if B = 1 then R; 400 = 7;4 wWith probability one. Thus, R;a00 < 77,4 implies
that B < 1. Secondly, if Rj400 = 7i4 with probability one then either f = 1 or Voo = Vja0(7ia)
with probability one.

Similarly, from equations (E.3.3) and (E.3.5) we can show

(0 +0i + A%+ Ap) (1= B) [Viar(mmia) — Vior] = uia (ia0091) — ttia (Riao1n) - (E.3.7)

This is equivalent so if B = 1 then R;401 = 7t;4 with probability one. Thus R;a01 < 74 implies
that B < 1. If Rja00 = 7ia then either B = 1 or Viy = V;a1(7ia) with probability one.
This completes the first part of the proof for C; = AO.
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First part of proof for C; = AB

This has very much the same structure as the first proof, but is more complicated in that now

there are 6 different endogenous potential wages R;poo, Rigo1, Riaoo, Riso01, Riago and R;a B>
Four of these wages are straight forward to deal with (R;poo, Ripo1, Riao1, Riap1)- Going
through similar algebra as for the C; = AO case, it is straight forward to show

(0 +0+A5+A%) (1= B) [Vip1(mip)] =up (7ipP1) — uip (Rio1¥1)
(0 +06+ A5 +A%Y) (1= B) [Viar(mia)] =uia (ia1) — zA( ia01¥1) +Ag (1= B) [Viar(tia) — Vi1 (7ip)]
(0 +0+2%) (1= B) [Viar(tia)] =uia (Tiap1) — uia (Riap1¥1)
(0+06+Aa+Ay) (1= B) [Viso(7mia) — Vioo] =ttis (i) — 45 (Ripoo) + Ay (EZBf;)J:ALgBJF(i;;OlPl)-

So using the same argument as for the C; = AO case, since utility is strictly increasing in
wages, when B = 1 then the left hand side of all of these equations is zero, so Ripo1 = 7B,
Riao1 = mia, Riap1 = mia and R;poo = ;3. Thus if any of these equalities does not hold with
positive probability, then B < 1. Finally, if these equalities hold then either p = 1 or workers
are indifferent between all relevant outcomes.

The R;4pp and R;anp cases are more complicated because the shape of the utility function
dictates whether the worker would use an offer from a B firm to renegotiate the wage after

their human capital augments. We will go over them in more detail.

e Rental rate is R;s00 and worker has augmented human capital and an offer from B: In
general we would expect that since B is preferred to non-employment one would prefer
the B job, but it depends on the utility function. It is possible that the terms negotiated
from non-employment when hy = 0 are preferable to those negotiated when the outside

offeris B and hy = 1.

e Rental rate is R;4pp and worker has augmented human capital and an offer from B: The
indeterminacy in this case is clearer and is also dependent on the utility function. In the
separable/log case it does not matter because the income and substitution cancel out, so
workers are indifferent between using the offer to renegotiate or ignoring it, but in other

cases they will not be indifferent.

Since in both cases it is undetermined whether or not to use the offer from B to renegotiate the
wage, we can not obtain simple expressions like the one above. We consider each of these two
rental rates.

Riao0: The solution depends on whether the worker wants to use an offer from B to renego-

tiate after human capital increases. L.e. there are two different cases depending on the whether

5FOI‘ the others we know RiAAO = RiAAl =TGA and RiBBO = RiBBl = T{;B-
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there is renegotiation.

Case 1: Workers prefers to renegotiate which happens when [Via1(7tia) + (1 — B) Vig1(7ig)] >

Viar (Riaoo)
Working through the algebra one can show

(0 +0+ A5+ A% +Ay) (1= B) Viao(mia) (E.3.8)

=uja (7ia) — tia (Riaoo) + (1 = B) [Viao(7tia) — Vipo(7tiB)]
uia (tiayn) — uia (Riaoop) + A% (1 = B) [Viar(7ia) + Vip1(7tip)]

—I—)\h .
P+O+AG T A

Case 2: Workers do not renegotiate which happens when [BV;a1(7ti4) + (1 — B) Vip1(7ip)] <

Viai (Riaoo)-

We can solve the model to show

(0 +0+A5+A% +Ap) (1= B) Viao(7tia) =tia (ia) — ttia (Riao) + (1 — B) [Viao(7ia) — Vigo(7Tip)]
(E.3.9)

uia (tia1) — uia (Riaoo)
o490+ Ai\ )

+ Ay

Riapo: Here again the solution depends on whether the worker wants to use an offer from

B to renegotiate.

Case 1: Workers do not renegotiate: Va1 (Riago) > BVia1(mia) + (1 — B) Vip1(7ip)

uia (miaP1) — uia (RiapotP1)

(0 +0+Ap) (1= B) Viao(mmia) = uia (7ia) — uia (Riago) + An PR .
(E.3.10)
Case 2: Workers do renegotiate: Va1 (Riapo) < BVia1(7tia) + (1 — B) Vip1(7ip)
(p+0+A% +Ap) (1= B) Viao(mmia) =uia (7ia) — uia (Riago) (E.3.11)

uia (1tiayn) — uia (Riagop) + A% (1 — B) [Viar(7ia) — Vip1(7tip)]
0+ 0+ AL+ AL '

A

Thus, for R;app and R; 400 we have the four equations (E.3.8)-(E.3.11). While the expressions
are more complicated, we get the same result. If B = 1 then R;j400 = Rijapo = 7ia with

probability one and if Rj400 = Rijapo = 7ia then either B = 1 or workers are indifferent

between all relevant options.
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Second part when C; = A0

The value g is irrelevant for the turnover decision and the parameters governing those deci-
sions are identified, so we focus on the wage equations. Itis very messy, but straight forward to
derive the wages (formal derivation is available from the authors). After normalizing U;o0 = 0,

the two endogenous wages can be written as

@; 000 =Lou (B, 0i) U1 + Lox (B, 6;) ia + Tioo (B, 9:) via + Toy (B, 6;) log (¢1)
@ia011 =L1u (B, 0i) Uior + T1xe (B, 6i) 7ia + Tino (B, 0:) via + Ty (B, 6i) log (¥1) ,

where the I' are very messy terms which depend on parameters that we have shown are iden-
tified up to B. We have also identified ¢, and the distribution of 77;4.

To see that this model is not identified note that for any B € [0,1), we can generically®
find a value Ujy (E) and Uj» (E) that give the same wages. They are the solution to the two

equations
@;A000 =L ou <B, 51') Ui <B> +Tor <E, 5i) Ttia + oo (E, 51') Uia (B) + Loy (B, 6;) log (1)
@;ia011 =I'1u (,g, 51‘) Ui (B) + Ty (E, 51‘) mtia +T1o (E, 51‘) Uia (B) +T1y (B,6i) log (1),

so as long as there is a solution to these equations, the model can not be identified.
The parameters take the form

r (5 51) d1(6;) [(do (81) B =A%) a0u (B, 6;) + (do (6;) (1 = B) — ;) bou (B,61)] + A [A%a1u (B, 6i) + dicinu (B)]
R dy (6;) + Ay
r (5 51) _d1(5) [(do (81) B—AY) a0 (B,6;) + (do (8;) (1 = B) — &) bore (B, 6:)] + Ay [Ay a1 (B,6i) + icinn (B)]
oA\ di (6:) + Ay
Ty (E 51‘) IR AC)) [(do (61) B —A%) a0 (B,9) + (do () Eill zéi)gf;) bore (B,0i)] + An [Aya17 (B, 6i) + Sicinz (B)]
d (5;) [(do (5;) B — A%) aoy (B,61) + (do (6;) (1 — B) — 6;) boy (B,61)] + Ay [1 + A%a1y (B, 6i) + diciny (/3)]
Fop (00) = B+
Ty (B) = = dic1u (B, 6i) + [din p — A a1u (B, 6i) +din (1 — B) b (B, 61)
Tz (B) = = dic1z (B,6i) + [dnp — Ayl a1z (B, 6i) +din (1 — B) biz (B, 1)
T'o (B) =—1=dic1z (B,6;) + [dn B — A a1y (B,6i) +din (1 = B) binre (B)
Ty (B) = —dic1y (B,0i) + [dnp — A% ainy (B) +din (1 — B) bry (B, 1),

®By generically we mean that as long as the two equations are not linearly dependent. There is no reason why
they should be, so generically they will not but we can not rule out very special cases where they are linearly
dependent.
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with
i (6) =

ay (5;) =

b1 (B)

bir (B,0;) =

by (B,5;) =

PAf

Clu (.B/ 5i) =

< (B,6)) = 5) = Y
i (Boi) = g (o) = (@) — (L~ Pi) buy (8,01
b1y (B, 6;) =b1u (B) + b1v (B, ) c1u (B, 6:)
b1 (B, 0i) _bll/)(ﬁ ) bln(,B 5)+b1V(ﬁ di) c1x (B,0i)
a1y (B, 6;) =ary (6;) c1u (B, 6)
a1 (B, 6;) = a1y (B, 6i) =1, (6;) + a1y (6;) c1re (B, ;)
aor (‘Si) = !
P+5i + Ay
di
aOV(Z) p+51+)\h
= _ A Baor (0;)
bOrr(.Br‘sz) (p—l—ﬁ)\r/’])
Al Bagy (6;)
bor (B4 = % )
= a sy PaBaor (81) + (1= P3B) box (B, 61)
Co (ﬁr(sz) - — —
1— P;Bagy (6;) — (1= P4B) bov (B,6:)
cou (B,0:) =¢co (B, 6i) Anaru (B, 6;)
Cor (ﬁ/‘sz) =Co (ﬁ i ) [1 + Ayl (.B 51)}
coy (B, 9;) =co (B, 9;) Anary (B,0;)
bou (B, 61) = [Bor (B,6i) +Bov (B,8:) 2 (B,0)] Auaru (B,5)
bor (B,61) = [bor (B,6)) +Bov (B,07) 2 (B,81)] (1 + Aarr (B,5)))
boy (B,%i) = [bor (B, &) + bov (B, )G (B,6)| Anary (B,61)
Aoy (,B 5) = [ or (8;) +dgy (6;) Co (.B ‘51)} Apay (ﬁ d;)
aor (B, 6;) = [dor (6;) + aov (6;) co (B, 6i)] (1 + Apary (B,6:))
aoy (B, i) = [dor (6;) +dov (07) Co (B,6;)] Anary (B,9;)
dq (51) =p+ o + )‘e
do ((51) :p 5i+)‘fq+/\h-

1
p+6i
Ji
P+

1

R

A.Baln( i)
(0 +BA%)
A By (67)
(o +BAL)

Pt /\”
(1—P3B) bru (B)

P*

1—P;Bary (6;) — (1—P;4B) by (B, 5)
P;iBany + (1—P4p) bir (B,57)

However, there is a loose end. We also need to show that the new model with ( B, ia < E) , Uiy (B) )
produces the same choice ordering as the base model with (B,v;4, Ujo1). That is, even though

the taste components are different, the worker would remain a C; = A0 worker.
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First, we show that this is the case for human capital equal to 1. To see this, we can write

(p+0+A%) [BViar(7ia) + (1 = B) Viar(mia)] =log (71ia) +1og (1) + via + A% Viar(7ia) + 6iVipy
(0 +0+A%) [BVia1(mia) + (1 = B) Vior] =®ia011 + via + Ay Via1(7wia) + 0iVip,

S0
(0 ++A%) (1= B) [Viar(7ia) — Vio1] =log (7tia) + log(y1) — @iaom,

SO ViAl(T[iA) > ViOl implies log (7TiA) + log(llJl) > WiA011-
We can use the same argument in reverse to get the following result. That is define Via (7'[,- A
and Vg ( B) to be the value functions implied by the alternative model, since this is just a dif-

ferent parameterization of the same model, it must be the case that
(p+6+A%) (1 — ’E) {‘Z‘m (ﬂiA;E) — Vi (E)] =log (7;a) +1log(y1) — @i,

so log (7;4) +log (1) > @;aon implies Va3 (niA; ,E) > Vior (E) .
Now consider the case without augmented human capital. We can solve the model to show

_P"i‘(si—i-)ti\—i-/\h

(0 +8i + A% + An) (1= B) [Viao (71ia) — Vieo (B)] oo+

[log (7ti4) — @;A000] -

Thus, ViAO (7'(1'A) > ViOO (ﬁ) implies log (7TiA) > ;i A000 -
Again, we show the inverse. The new model is an alternative parameterization of the old

one so we can write

(p+6+ A%+ Ap) (1 - B) [‘Z‘AO (mA;B) — Vioo (B')] =f dl;)é—ik;/}g/\;)\h [log (7tia) — @ia000] ,

and thus V; A0 (7‘[1- Al E) > 171-00 (E) and the choice ordering is the same in the case without
augmented human capital.

This completes the second part of the proof for the C; = A0 case. Substituting A with B
gives the proof for the C; = B0 case.
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Second part when C; = AB

In this case there are 6 endogenous wages @; 4000, @i AB00, @iA011, @iAB11, @iBo0o, and @;pg11. Work-

ing through the model (details available on request from the authors) one can show

@iapoo =log (7ia) — (0 + i +A%) (1 —B) [M} (E.3.12)
—log (7ti) + Tason (B,81) A (E3.13)
@;aB11 =@;apoo + log (1) (E.3.14)
@ia011 =T a01u (B, 6i) Uior + T a017 (B, 6i) log (7ia)
+ Lao1o (B,6i) via + Laory (B, 6i) log (1) + Taoa (B, 6i) A (E.3.15)
@;a000 =1 a00u (B,6i) Uior + T a00r (B, d:) log (7Tia)
+ T 4000 (B, 6i) via + T acoy (B, 9:) log (1) + T a00a (B, di) A; (E.3.16)
@;po11 = log (7ip) — @;ap11 + @ja011 + log (1) (E.3.17)
@igooo = log (7Tip) — @iapoo + @iao00 +10g (7Tip) — @iaBoo + @iAo00, (E.3.18)
where
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“dig — Am.ﬁkvwﬁ: — Vig 4 A«kawoﬁu y
v+ (o) 'y o
[[Co7) Viale+ (o'g) Viaoy = (9 — 1) 5] v — (o'g) "0 — (o) V04 (9 — 1) (0) 0p) = (0'9) Y00 (v —g () 0p)] () tp L~ &) """
v+ (o) 'p

(0 Foto+ Cord) FaToy + 1] T — (o) 05— o) oq (19— 1) () 0p) + o ) P00 o — g (o) op)] Gy 2 )
v+ (o) I

[[Co'd) “otg+ (o g) PV ] v — (ig ) “0oig — (o) *0g (g — 1) (9) %) + (o g) 20w (v —g () 0p)] (o) tp 1~ (O™

v+ (%) Ip
[[(o°d) g+ (o g) PV Ty — (ig ) “0olg — (g d) *0q (g — 1) (9) %) + (o g) 20w (v —g () 0p)] (o) i ¢ &) 1
v+ (%) Ip

(o) "ole + (o g) "a¥y] Ty — (o d) "0ole — (o) g (9 — 1) () 0p) + (0°9) o (v g (9) 0p)] () i ¢ "

(*o) Vin (g — 1) &y + (Yod) Vig (d — 1) (') tp — (9) P [,v — g (0) tp] — (Yo*g) Viole= (*o'd) VIOV 1

(Yo*d) Mg (d — 1) (o) W + (o) Pw [,v — g (‘o) Tp] + (Yo°d) #1ote — = (Yo°g) 10V 1

(fod) ¥1q(d —1) (‘o) '+ (d) ¥ [,v — d (‘¢) W] + (‘o’d) ¥1olo — 1 — = (Yo’d) 210V 1

(fo'd) ¥t (d —1) (%) Tp+ (d) “Ww [,v — d (%0) Tp] + (Po’d) ¥Tolo — = (‘o’d) ¥10V 1

(o'd) Mq (d — 1) (o) tp+ (Po’d) "w [,y — g (%) tp] + (Po’g) "olo — = (fo*g) MOV 1

(o) Vin (d — 1) Ly + (Yo'g) Vig (d — 1) (o) Ip — () Mo [,v — ¢ (%) Ip] — (‘o’d) Violo= (‘o’d) VIOV |

(to°d) $1q (9 — 1) (‘o) T+ (') ¥ [1v — d ('0) ] + (‘') H1ot — = (o' #10v 1

(fo'd) g (d — 1) (o) Tp + (9) “Ww [,v — g (%¢) Tp] + (Yo’¢g) ¥Wolo — T — = (Y¢’g) 210V ]

(lo°d) 1 (4 — 1) ('0) Tp + (&) *w [,y — (‘o) ] + (‘od) ¥1otg — — (to'g)) ¥10V |

(o) ™Mq(d —1) (o) Ip+ (o) " [,v — ¢ (P¢) Tp] + (Pod) "olo — = (Yo*g) "0V 1

Vvd +to+d -
G-1) (+o+d) (o) VoIV

D -27



and

_ 1 5 B 1

a1 (97) =05 v (6;) = Pl (6;) = pEa B

7 I N A'Baig (6i) # N A"Bayy (9i) + \ _ ABBaia (6i)

bo (B) = g b (B0) = = v by (B8) = — it b (B0) = =0
cu (B, 6i) = (1= pP") bro (B)

1— P*Bayy (6;) — (1— BP*) bry (B, ;) (B)
P* By () + (1 — ﬁp*)%n (B)
1 —P*Bayy (6;) — (1 — BP*) bry (B, )
ABAIA (0) + (1= BP*) b1a (B, )

cin (B,0i) = c1p (B, 0;) =

i B0 = by ) — (1 6P by (5,61
b1 (B, 8) =b1u (B) + b1y (B,5) c1u (B, 51)
bix (B, 6;) = by (B, 6;) =b1x (B, 6;) + b1y (B,6;) c1 (B, 6:)
bia (B,5;) =b1a (B, i) + brv (B, &) c1a (B, 67)
a1u (B, i

1 ~ Ji ~ _ 1
Aoz (0 RS wWL () = m,ﬂm (6;) = RN
_A Baor (5) _ A" B (51') ~ _ A% Big ((51')
bor (B, 9;) fﬁl ov (B,6i) = ﬁ,bm (B,d;) = f"*‘ﬁl\”
Zon (B.51) = P*Bagy (9;) + (1 — ﬁp*)EOLr (B, 6i)
Y1 P*Biga (6;) — (1— BP*) bov (B, ;)
Zon (B,6) = %/?m (5i)+(1fﬁp*)§m (B, 6i)
1 — P*Baga (0;) — (1 — BP*) bov (B, ;) (B)
Cou (ﬁ ‘Sz) _C07T (ﬁ J; ))‘hﬂlu (,B 5)
cor (B,0i) =Cor (B,0:) (1 + Aparr (B))
coy (B, i) =Cor (B, i) Anary (B)
con (B, 9;) =Cor (B, 9;) Anara (B) + Coa (B,0:)
bou (B,61) = { « (B,6i) +Bov (B,6;) Gor (B,61)| Auava (B,6)
bor (B,61) = [Bion (B) +Bioz (B) Eior (B)] (1+ Anar (B))
boy (B,6)) = [Bior (B) + biox (B) Gion (B)] Auary (B)
boa (B,6;) = P; (B) + biga (B) Eion (ﬁ)] Anara (B) + boa (B, 6;) + bov (B, 6:) Con (B, 67)
agy (B,6;) = [dox (B, 6;) +aov (B, ;) Cor (B, 0:)] Anaru (B, 0:)
aor (B,0:) =[dor (B, 6;) + aov (B, i) Cor (B, 6i)] (1 + Aparz (B))
aoy (B, 6i) = [dor (B,6;) + aov (B,6;) Con (B, 61)] Anary (B)
aos (B, ;) = [dor (B, ;) + dov (B,0;) Core (B, 1)) Anara (B) + bo (B, 8:) + bov (B, 5;) Coa (B, 55)
d1 (6;) = (p+ 6 + A°).

To show the model is not identified note that for any g € [0,1), we can generically find

values L~Ii01 (E), Ui (,E), and 7 (B) that give the same wages. They are the solution to the
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linear equations

@;apoo =log (7ia) + T apoa (B, (51') A; (E.3.19)
@ia011 =T Ao1u (B/ 51‘) Ui (B) + L4017 (B/ 51‘) log (7i4) + I a010 (,E, ‘51') ViA (B)
+ T 401y (Bﬁ (51') log(y1) + Tag1a (B, 5i) A (E.3.20)
@000 =T A00u (B/ 51‘) Uin (B) + T a007 (B, 51') log (7tia) + I a00o (,E, 51') Via (E)
+ I a00y (B’l (51') log(1) + T a00a (E 51) A, (E.3.21)
A; =log(1tip) + Bin (E) —log(7tip) — Tip (B) . (E.3.22)

The other three wages are still determined by (E.3.14), (E.3.18), and (E.3.18), which do not
directly include B or values of the non-pecuniary benefits (i.e. the v’s).

This shows that the model produces the same wages. We also need to show it produces the
same choice ordering. That is, with the different non-pecuniary benefits (i.e. v’s), we need to
show that the worker would make the same choices.

As above define V; 49 (ﬂiA; E) , Vigo (7&'3; E) , Vioo (E) Via (ﬂiA; E) , Vg1 <7fz'B; E) and Vi, (5)
to be the value functions implied by the alternative model, with all parameters remaining the

same except B, Uj <B> , UiA <B> ,and 7;p (B) We need to show that

Vioo <B> <Vigo (7Ti13;,1§> < Viao <7TiA},E)
Vion <B) <Vigt (niB}B) < Vi <7TiA}B) .
One result of the model is that

Viao (7ia) — Vigo (7tig) = M,
which implies that A; = log(mia) + via — log(mig) — vip > 0. Combined with (E.3.12) this
implies that @;4ppg < log (77;4). When we plug this into (E.3.19) it implies that A; = 71,4 +
UiA (B) — 7Tig — U;B (E) > 0 and the model also implies that

‘Z‘Ao (ﬂiA}B) - ‘Z‘Bo <7Tz‘B;B) :FH‘Z‘A‘;B/\E’
A

‘Z’Al <7TiA}B) - ‘71'31 <7TiBi,E) :()—f—(S'K—L’ISN/\‘f’
i A

and thus Vi (mA;E) > Vigo <7fz‘B/',E) and Vi (ﬁiA;B) > Vigy (niB}B>~
To show that Vi (E) < Vip (niB ; B) , we use the fact that the model implies that

(p+0+ A% +A%) (1= B) [Vipi(7tig) — Vil] =@iaB11 — @iao11-
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Thus, Vi1 (71;5) > Vio1 implies @; 4511 > @;4011. But then the version of this equation with B is

(0 +0+ A% +A%) (1 - B) {‘Z’Bl (ﬂiB}B> — Vior (B)} =0;AB11 — @jA011,

SO ;Ap11 = @;iAo11 implies Vipy <7TiB;ﬁ> > Vim (,5)

We use an analogous argument to show that ‘7:‘00 (B) < ViBo (mB ; B) . We can show that

(p+6+A5+A% +Ay) (1= B) [Vigo(7tig) — Vioo] =@iaBoo — @iao00
WiAB00 — Vi A000

+ Ap ,
0+ 06+ A%+ AL

s0 Vipo(7tig) > Vigo implies @;apoo > @;ia000- We can then write the analogue of this expression

with the B alternative

(0+ 06+ A5+ AL +Ap) (1 — B) [‘71‘30 (mB;E) — Vioo (B)} =@;AB00 — @iA000
W;AB00 — (iA000

+ Ap ,
0+ 6475+ AY

which implies ‘71-30 (niB ; E) > ‘71'00 <E> Thus, we have proven that
Vioo <E> <Vigo (mB;B) < Viao <7TiA},E)
Vil (B) <Vip (ﬂiB},E) < Vim (ﬂiA}B) ,
and thereby both wages and choices are the same and thus the model with B, Ujo1, via ,
and ;3 can not be distinguished from the model with g, Ujy <B) , ViA (B') ,and 7;p <B)
D.5 Theorem D.1

Assumption D.2 The econometrician observes the full history of job type spells with start and stop

dates as well as the value of j at each job. The econometrician does not record job switches within job

type.

Theorem D.1 Under Assumptions 1, D.2, and 4 with the data generated by the model exposited in
the general model section , we can identify A"y, A%, P*, the distribution of C;, and the distribution of J;
conditional on C; over the support of C; for which C; # 0. If Pr (C; = AB) > 0 we can identify A
and if Pr (C; = BA) > 0 we can identify A%.

Proof

This is very similar to the proof of Theorem 1. We leave this as largely self contained, so it

repeats many of the arguments we make in that proof.

D -30



We start by showing that we can identify A", Az, A%, A%, P*, the sample probabilities of C;, and
the distribution of J; (denote it F5) without using data on wages. A major complication is P*
because when we observe a job-to job-transition, we do not know whether it was voluntary or

involuntary.

We will use P(c) as shorthand notation for Pr(C; = ¢) with ¢ € (0, B0, A0, BA, AB).

Identification of A"} and A}

This is easier than in the base case. Since we observe workers forever, we know the ones who
would accept both A and B jobs from non-employment (because they will eventually work for
both). Condition on C; € {AB, BA}. The probability that the first firm is a B type firm is

n
Py EM.
We define P, in an analogous manner.

Continue to condition on C; € {AB, BA}. The hazard rate to the first job is A"} + A%, so it is

identified. From A, + A3 and P, we can identify A"} and Aj.

Identification of P*, P (AB|AB, BA), A, A%, and the distribution of J; conditional on C; =
ABand on C; = BA

For this part of the proof, we will make use of three different employment spells. We can condi-
tion on individuals whose first three spells satisfy these conditions. Note that by employment

spells we mean that there is a period of non-employment between them.

e The first begins at an A type firm and we follow it until the firm (type) spell ends. This
can end with a job to job move to a B or with a non-employment spell. Let vy; be the
hazard rate of this spell ending (through either channel) for individual i, and let T3; be
the duration of this spell.

e The second begins at an B type firm and we follow it until the firm (type) spell ends. As
above this can end with either a job to job move or to non-employment spell. Let v,; be
the hazard rate of this spell ending for individual 7, and let T; be the duration of this
spell.

e The third can begin at either type of firm and we follow the employment spell until it

ends at non-employment. Let v3; be the hazard rate to non-employment.
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To be in this sample, the worker must be willing to take both an A type job and a B type job,
so either C; = AB or C; = BA. Since P(AB) + P(BA) > 0 we know that the sequence above
can be observed in the data.

From data on the joint duration we can estimate the joint survivor function
Pr(Thi = t1, Toi > to, T > t3) Z/e_vl"tl_vz"tz_USft3dG (v),

where G is the conditional distribution of v; = (v1;, v, v3;) . Note that this is the Laplace trans-
form of G and one can invert the Laplace transform to identify G.

This is a random sample of BA and AB types because the two groups receive offers from
A and B at the same rate. Thus in this sample

P(AB)
(AB) + P(AB)’

P (AB|AB,BA) =5
When C; = AB,
v1; = 0; [1 — P*Pa] vy = 6; [1 — P*Pg| + A, v3i = 6; [1 — P*],
and when C; = BA
v1; = 6; [1 — P*Py| + Ag,0p = 6; [1 — P*Pgl,v3; = 6; [1 — P¥].

Taking the ratios of v1; and v3; we get

1-P*Py o
Yii _ ) 1P Ci = AB
R e 0 71 Ap- -
v3l 1—pP* + (5,‘[1—1’*] Cl - BA

Given that we have shown that the joint distribution of v; is identified then the distribution

of v1;/v3; also must be identfified. If P(AB) > 0 then this distribution will have point mass at

1If ;PA that occurs with probability P (AB|AB, BA). Note as well that since the support of J; is
the real line, then vy;/v3; is strictly greater than (1 — P*P,) / (1 — P*) for the C; = BA types.
In that case, P(AB|AB,BA) and P* are identified from the probability and the value at the
minimum of the support (since we showed above that P, is identified).” If instead P(AB) = 0

then we can use the ratios of vy; and v3; to identify P* in a similar fashion.®

7As a practical matter in the estimation we use additional information as we observe the fraction of job-to-
job transitions that are voluntary directly from survey data. Here we show that we can identify P* without that
knowledge.

8The only potential complication is the case in which either P(AB) = 0 or P(BA) = 0 and J; takes on only a
single value. In that case both vy;/v3; and v,;/v3; will take only a single value, so from this alone we can not tell
whether P(AB) = 0 or P(BA) = 0. However, we show that when we take into account the values of the identified
hazard rates, we can tell which case we are in. To see this, suppose that were not the case and that the true model
has P (BA) = 0 and let ¢ be the single value of é;. We would have to have another model with P(AB) = 0 and an
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If both P(BA) > 0 and P(AB) > 0, since P* is identified, we can identify the distribution

of §; conditional on AB and BA as

03 01 1—P*PA
Pr(6; <d|C; = AB) Pr(l—P*_d|v3i 1—P*)

U3 Sd|%:1—PPB
1— P* U3 1— P

PV((SiSd’Ci:BA) :PT’<

Let Med(- | -) denote the conditional median (though any quantile will work) we know

that
01 1—P*PA
Med | — = ——==) =Med (vy | C; = AB
e (021|773i 1_p~ ) ed (vy; | C; )
=Med (6; [1 — P*Pg] + A% | C; = AB)
SO we can write
(T 1-— P*PA 014 1-— P*PA
S=Med vy | —=——=")—[1-PPg|Med | 6; | — = ———
A ‘ <UZZ|031' 1—P* ) | ] Me <l|03i 1—Pp*

we have shown that everything on the right hand side is identified, so A% must be as well.
From an analogous argument we can show

1— P*P,

; ; 1— P*P
G —Med (vu iy 1P ) —[1— P*Py] Med (51» ELEN A),
3i

vy 1—P*
so Aj is identified as well.

When P(BA) = 0, we can use the same approach to get Pr (6; < d | C; = AB) and A%, but
A% is not identified in this case. Likewise, when P(AB) = 0, we can use this approach to
identify Pr (é; < d | C; = BA) and A, but A is not identified. This is quite natural, since in
the former case no one prefers B to A, so there is no way of identifying A;. Notice, that it

is identified from wage data, since A} affects wages for both C; = BA and C; = B0 type of

alternative value of §, P*, and XFB that satisfy the three equations
5 [1 — TﬁpA] AL =5[1 — P*Py]
5[1 - 131133] =5 [1— P*Pg] + A4
§[1-P] =s1- Pl
But since P4 + Pp = 1, if we subtract the third equation from the first two we can show
Xy = [oP* — 6P| Py
Ae = [?5”1’7 - 5P*} Pa,

but then A% > 0 implies §P* < 6P* which implies that Xi < 0 which is not in the parameter space and thus we
have a contradiction. Thus we can distinguish between these two cases and determine whether P(AB) = 0 or
P(BA) =0.
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workers. Also, when we increase the number of job types, |, from two to more types, all that
we require for identification of A} is that there are some individuals preferring k to other jobs

that they would also take. This seems like a very reasonable assumption.
Identification of P (AB),P (BA),P(0), P(A0), and P(B0)

This is trivial given the previous result and infinite time. P (0) is identified directly from the
data as those that never work, P(A0) as those that only work at an A type firm and P(B0) as
those that only work for a B type firm. Since we know P(AB|AB, BA) and the probability of
working both jobs, P(AB) and P(BA) are also identified.

Identification of the distribution of /; conditional on C; = A0 and on C; = B0

This is simpler than the cases above, since we can just take the survivor function of just a single
spell for each of these. As long as P(A0) > 0 we can identify the duration for the first A firm
type spell we observe (for everyone who would take an A type job). Let this value be T;.
This is
Pr(T; > t) =Pr (T; > t | AO) Pr (AO) + Pr(T; > t | AB) Pr (AB)

+ Pr(T; > t| BA) Pr(BA).

We have shown everything in this expression other than Pr (T; > t | A0) is identified, so this
term must also be identified. It is the conditional Laplace transform for the hazard rate out of
the job for this group which is §; [1 — P*P,4] . Since P*and P, are identified, Pr (é; < d | A0) is
as well.

The analogous argument gives Pr (é; < d | BO).

D.6 Theorem D.2

This proof is virtually identical the base model but we leave it essentially self contained. The
main difference is that we include J; as part of the joint distribution we identify.

We need the following alternative assumption

Assumption D.2" The econometrician observes
1. The full history of job type spells with start and stop dates as well as the value of j at each job.

2. If the individual is working, wages observed at the integers 1.0...,2.0..., for at least 8 periods.
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Theorem D.2 Under Assumptions 1,D.2’, and 4-6 with the data generated by the model exposited in

the general model section above, we can identify
1. The distribution of measurement error ¢;

2. LBD human capital yn

3. The joint distribution of (R; 00, RiaBo, 7Tia, Rigoo, 7tiB, Riao1, Riap1, Ripo1, 6;) conditional on C; =

ABif Pr (C; = AB) > 0.

4. Thejoint distribution Of(RiA00/ TUiA, RiBAOr RiBOO/ 7TiB, RiAOl/ RiBAl/ RiBOlr 51) conditional on Cz' =
BA if Pr (C; = BA) > 0.

5. The joint distribution of (R;ao0, 7Tia, Riao1,9;) conditional on C; = A0 if Pr (C; = A0) > 0.
6. The joint distribution of (R;poo, 7ig, Ripo1, 6;) conditional on C; = B0 if Pr (C; = B0) > 0.
Proof
To shorten some of the expressions we will use shorthand notation @;jy,, which we define as
@ijengh = 10g (RijonyPn) -
Identification of Distribution of Measurement Error (¢;;)
First, we identify the distribution of measurement error. We condition on a group who
¢ Are non-employed until time 1 — d;
e Start working in job A at time 1 — d; and leave to non-employment at 1 4 d»

e Are non-employed until time 2 — d3 when they start again at a type A firm and they stay
through period 2

We assume that the d;’s are sufficiently small (and non-negative), so spells do not overlap.

We can identify the joint distribution of (wj;, wj;) conditional on the events above for alter-
native values of d1,d,, and d3.

Taking limits of the above objectas d; | 0,d; | 0,and d3 | 0, we can identify the conditional

distribution of

(@ia000 + Gi1, @iao00 + Ciz)

for our conditioning group. Notice, that since g = 1 then R;aq is just the wage paid. Un-
der assumption 5 using Kotlarski’s lemma (Kotlarski 1967), we can identify the the marginal

distributions of both the measurement error and @; 400o.

D -35



Identification of A,

Next, we show that A, is identified. To economize on notation we will use E (- | d) to denote
the expectation conditional on the events described above at values of d = (d1, d2,d3) . We use
the same conditioning group as in the Measurement Error section and continue to send d; | 0
and d3 | 0, but allow d, to vary. This allows human capital to augment between period 1 and

1+ d. We can identify the conditional characteristic function

E 1SWin d
lim (67” = lim [e_A}deE (elswmooo | d) 4 (1 _ e—/\hd2> E (elswmon | d)} )
d],d3i0 (P@' (S) d1,d3¢0

By varying d, we can identify A;.” Intuitively, varying d, varies the time that the worker has

to receive a human capital shock.

Identification of joint wage distribution for AB group

We now consider identification of the full wage distribution for the AB group conditional on
d;. Identification is complicated, so to make this easier to follow we will do this in steps by
showing identification of expanding subsets of the full distribution. We are implicitly assum-
ing that P(AB) > 0 in what follows. If this is not the case we of course cannot identify the
wage distribution for this group. One can use the same logic for the BA group exchanging A

and B.
Conditioning set for Main Identification Result

For the AB types there are the seventeen different labor market statuses possible

9To see how, take the ratio of the derivatives of this function in terms of dy at two different values of d; and it
will be a known function of A;,. First, note that the derivative with respect to dp is

li [_/\ —Auda | (pts@ia00 | g Ao~ M2 E (pi5®@ino | 4 } =\ e M2 [E (p15®@iaon0 | A) — E (eH5@ison || A ,
i [ (o590 |d) 4 Ay (¢ | )] = E (e | 4) — (e | 4)]

where the notation E(- | A) means the expected value conditional on taking an A job first. Now take the ratio of
this at two different values of d, say d5 and dg then

Ahe’)‘”dg [E (e5®@ia00 | A) — E (e!5®iaom || A)]
Ape=Md5 [E (eis@inm | A) — E (et5@iaom | A)]
:e)\h(’fz’*d;),

A(d3, d3)

A(d3,db) is directly identified from the data and

L _los (a3, d5))
h =-
dy —ds
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Table D3
Labor Market Statuses for AB workers

1 jG,t) | h(i,t) | €G,t) | ho(i,t) | Wage | Log(Wage) |
A 0 0 0 Ri 00 ©; A000
A 0 B 0 Riao @ AB0O
A 0 A 0 TTiA ;A A00
A 1 0 0 Riao01 i A001
A 1 B 0 Riapoyn @; ABO1
A 1 A 0 A ©;AA01
A 1 0 1 Riao1¥1 ©;A011
A 1 B 1 Riap1{1 @i AB11
A 1 A 1 a1 @iAA11
B 0 0 0 Ripoo ©B000
B 0 B 0 TTiB @;BB00
B 1 0 0 Ripooyn @iBoo1
B 1 B 0 g1 @;BB01
B 1 0 1 Rigo1y1 @;B011
B 1 B 1 g1 @;BB11
0 0 NA NA NA NA
0 1 NA NA NA NA

where j(i, t) is the current job type, h(i, t) is the current human capital, £(i, t) is the outside
option when wages were negotiated, and (i, t) is the level of human capital when wages
were negotiated.

From Table D3 one can see that for an AB worker’s wage depend on the joint distribution

of eight objects (in addition to )

(Ria00, Riapo, 7ia, Rigoo, 7i, Riao1, Riag1, Rio1)-

The model is overidentified so there are multiple ways to show identification. We focus on a
particular set of transitions and show identification by taking limits. We emphasize that this is
sufficient to show identification, we do not think it is necessary. We assume that workers start
their labor market career in non-employed and receive their first job at 1 — d;. The following

table shows the transition path.
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Transition Time

Start at A 1—d;
Move to non-employment 1+d;
Start at B 2—dj
Move to non-employment 24dy
Start at B 3 —ds —dg
Move to A 3—dg
Move to non-employment 3+dy
Start at A 4 —dg
Move to non-employment 4 +dgy
Start at B 6 — dig
Move to non-employment 6+dn
Start at B 8 —dip —diz
Move to A 8 —di3
Still Employed 8
Start at A from non-employment After 8
Start another job from non-employment After 8

with d; > 0 for j = 1,...,,13. We also assume that the d;’s are sufficiently small such that the
above spells do not overlap. The goal here will be to look at the joint distribution of wages
conditional on the d;’s. Analogous to above, we use the notation E |- | d] to mean the

conditional expectation conditioning on events occurring at times denoted by d; — d13.
Identification of Distribution of (w, ..., wig) conditional on (d,C; = AB, 6;).

In going forward, we condition on wages from the first eight periods (wj, ..., wig). The
last two spells will be analogous to the first and third type of spells we use in the first part
of Theorem 1. Let Yi; be the duration of the job spell at the A type firm for the first spell
after period 8. This can end either in a transition to a B type firm or to non-employment. To
mirror the notation in Theorem 1 let Y3; the the duration of the last employment spell, i.e. from
hiring until non-employment. From the last two spells in the transition table we use only the
duration. Using well known results (see e.g. (French and Taber 2011)), we can write these

durations as

log (Yli) =01 + w1
log (Y3:) =v3; + w3,
where vy; and v3; are the hazards from the two spells, and w;; and ws; have extreme value

distribution. Let ¢, (t) be the characteristic function of the extreme value distribution, then

we can identify the characteristic function of (wj, ..., wig, v, v3;) as
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E [exp (i (s1wi1 + $2wjp + $3Wi3 + 54Wig + S5Wj5 + SeWi6 + S5Wi5 + SeWie + S7Wi7 + SgWig + S9Y1; + 519 Y3;
Pw (59) Pw (s10) ‘
+86wWis + S7Wi7 + sgWig +S9Y1; +510Y37)) | d]
Pw (59) P (510)

Since this characteristic function is identified then the joint distribution of (wj, ..., wis, v1;, V3;)

is identified. As shown in the proof of Theorem 1, we know C; = AB when

vy 1-P*Py

V3 1—P* "’
and all the terms on the right hand side are identified. We also know that in this case v;; =
0;i [1 — P*P4] and[1 — P*P4] is identified, so the joint distribution of (w, ..., w;s) conditional on
d, é; and C; = AB is identified from the joint distribution of (wjy, ..., wjg, v1;, v3;) conditional on
d as is the distribution of (wj, ..., w;g) conditional ond, v1; = 6; [l — P*P4]| and v3; = 6; [1 — P*].

While in principle we could show full identification of the eight dimensional distribution

all at once, it is very complicated so instead we show it in pieces. We start with 3 parts.
Identification of joint distribution of (R;a00, Ripoo, Riapo) for the AB types

We start by sending d...de | 0 and look at the joint distribution of (w1, wip, wj3) . A compli-
cation is that at time 3 — d¢ individuals who moved directly from B to A could have either have
gotten an outside offer from an A firm or been laid off and found a new job at an A firm imme-
diately. Define p3(d) to be the probability that it is a voluntary transition. This a complicated
but known expression since it involves only transition parameters, which we have shown are
identified.

Then for any values of s; — s3 we can identify

lim E [exp (i (s1wi1 + sawip + s3wy3)) | d, AB, ;]
d..45 0 Pz (s1) Pz (s2) Pz (s3)

= [d li{dnw 03 (d)] E [exp (i (514000 + 52@iBooo + 53@i4B00)) | AB, 6]
1---/6

+ [d lifdnw (1—ps (d))} E [exp (i ((s1 + 83) @ia000 + 52®ipooo)) | AB, di] - (E2'.1)
1.6

We will use the same basic argument for identification of the model throughout this section.
We will be explicit about it here, but not as explicit in what follows (which will involve many

more terms).

1. Letting limy, g4, |0 identifies p3 (d) as it is a known function of parameters that we have

shown are identified.
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2. By setting s3 = 0 we can identifyE [exp (i (s1®;a000 + S2@ipooo)) | AB] from the expression

above.

3. Once this is identified, E [exp (i (s1 + 53) @ia000 + S2@ipooo) | AB] is identified as we vary
S3.
4. Everything in the expression (E.2’.1) above is then identified except

E [exp (i (s1®; 4000 + S2@iBooo + S3@iaoo)) | AB], so we can solve for this expression as
well.

5. E [exp (i (51®;a000 + S2@iBooo + S3@iapoo)) | AB] is the characteristic function of

(CDiAQOO, ;B000, CDZ‘ABOO), so since this is identified, the jOil’lt distribution of (RiA(JO/ Rigoo, RiABO)

conditional on C; = AB and J; is identified.
Identiﬁcation Of (RiAOO/ RiBQO, RZ'ABQ, RAOl/ RiBOl/ RiABl) fOV the AB types
Now, we extend the argument to include the joint distribution of

(Ria00, RiBoo, Riapo, Rao1, Rigo1, Riag1)

for the AB types by adding wages from periods 4, 6, and 8. We will now vary d7, which will
allow for the possibility that human capital evolves between time 3 and 3 + d7 but send other
values of d towards 0. There are 8 possible indistinguishable events that can occur in the data
(after sending the other values of d arbitrarily close to zero); (the job-to-job transition to job A at
time 3 — dg is voluntary/involuntary) x (human capital evolves or does not evolve between pe-
riod 3 and 3 + d7) x (the job-to-job transition to job A at time 8 — d13 is voluntary/involuntary).
Let p3 and pg be the limit as dj...,d¢, ds, ...,d13 | 0 of the conditional probability that the job-
to-job transitions are voluntary at time 3—d¢ and 8 — dy3, respectively. These are identified as

they depend on transition parameters that we have shown are identified.
For any value of s; — s we can identify

I E [exp (i (sywi1 + spwjp + 53wWj3 + S4Wjg + S5Wig + Sewig)) | d, AB, 6]

m

1. Bl 1310 ¢z (51) Pz (52) P (53) Pz (s1) Pz (55) Pz (S6)

=e~ M7 [03pg] E [exp (i ((51 + 54) @000 + (52 + 55) oo + (53 + S6) @iap00)) | AB, ;]
+e 7% [03 (1 — pg)] E [exp (i (51 + 54 + 56) @000 + (52 + 55) @iooo + 53®@ia800)) | AB, 6]
+e M4 [(1— p3) ps] E [exp (i (51 + 53 + 54) @000 + (52 + 55) @iooo + S6@iap00)) | AB, ]
+e M7 [(1— p3) (1 — ps)) E [exp (i ((s1 + 53 + 54 + S6) @;ia000 + (52 + 55) @igono)) | AB, 3]
A

)
1- 7)”’517) [03 (1 — pg)] E [exp (i (s1®; 000 + 52@iBo0o + S3@iAB00 + (54 + S6) @ia011 + S5@ipo11)) | AB, 4]

<
<

p308] E [exp (i (s1®@;a000 + 52@iB000 1 53@;AB00 + S4@iA011 + 55@;Bo11 + S6@iaB11)) | AB, ]

+ [(1—p3) ps] E [exp (i (51 + 53) @ja000 + 52@iBooo + 54@ia011 + S5@iBo11 + S6@iap11)) | AB,d;]
+(1—e ™) [(1—p3) (1— ps)] E [exp (i ((s1 +53) @i4000 + 52@iBooo + (54 + S6) @ia011 + 55@;p011)) | AB, 3.
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We showed above that the first four expressions are identified. Thus we have four new ex-

pressions to identify:

a)E exp [i (51@; 4000 + 520iBooo + 53@;AB00 + 54@iA011 + S5@iBo11 + S6@;aB11) | AB, Ji]
$1@;A000 + 52@iBooo + 53@iAB00 + (S4 + 56) @ia011 + S5@;po11) | AB, J]

)

) (

JE exp [i ((51 + 53) @000 + S2@iBo0o + Sa@iA011 + S5@ipo11 + S6@iapi1) | AB, 6
) (

Eexp [i ((s1 + 53) @ia000 + S2@iBo0o + (54 + S6) @iao11 + S5@ipo11) | AB, 6] .

We use the same approach as above. If we evaluate at s3 = s¢ = 0 these expressions are the
same and thus E [i (51®; 4000 + S2@ipooo + Sa@;a011 + S5@ipo11 | AB)] is identified. This identifies
(d) for any values of s — s.

Again using the same type of argument, given (d), keeping s3 = 0 but varying the other
values of s; identifies (c) and setting ss = 0 but varying the others gives (b). Then everything
in the large equation above is identified other than (a), so it is identified by varying all values
of s;.

Identification of y»

Next, we consider identification of ¢; which we can do from E [log (W;7) | d, AB] alone. In
order to do this we condition on 1 < dj; < 2 so that we observe w;; and we will vary d», but
send the rest of the d; | 0. For this case there are three possibilities involving human capital:
human capital has not evolved before period 7, human capital evolves between time 1 and
time 1 + d, and human capital evolves between periods 6 and 7. In addition, for each of these
cases workers may or may not have gotten an outside offer from a B type firm between period
6and 7.

lim E [lo w; d,AB,(S _
dy,d3,...,d1310 [ g( 17) | Z]

oMl te] (EiAEBE [@ipooo | AB, 6] + (1 - ‘37)\%) E [@;gpoo | AB/5i]>
+ (1 - efAhdz) (67)\%]5 [@ipo11 | AB, 6] + (1 - 67)‘63) (E [@ipp11 | AB,(51‘])>
+ (E_A”dz - e_Ah[Hdﬂ) (e_A%E [@ipoo1 | AB, 6] + (1 - e_/\%) E [@;pp11 | AB,J:‘]) + E (Gi7)
—e~Mall+a] (E_AEBE [@ipooo | AB, 6] + (1 - e_A%) E[log (i) | AB, 51‘})
+ (1— M) (e™5E [@imont | AB,&] + (1—e™5) (E [log (7is) +log (¥1) | AB,4]))
+ (ef)‘hdz — e*/\h[lwﬂ) (e*)‘eBE [@ipooo + log (1) | AB, 5] + (1 — e*’\fi’%) E [log (mtjp) +log (y1) | AB, 51-])

+ E (8i7)
=e M2 NS E (@000 | AB, 8] + (1 - efA”dz) e 5E [@;po11 | AB, & + E (&i7)

+ (1 — e*/\A) E[log (mt;g) | AB,6;] + [(1 - ef’\A) + (efA"dZ - €7Ah[1+d2])} log (1) -

Everything is identified in this expression except E [log (7t;5) | AB, d;] and log (¢1) , so by vary-
ing d; they can be separately identified.
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Identification of (R;a00, RiaBo, Ripoo, Riao1, RiaB1, Rio1, 7tia, 7tig) conditional on AB

Now we assume that 1 < dj; < 2and 1 < dg9 < 2 so that we observe wages at all times
1,...,8. By varying dy7, we can identify the expected value of f(wj, ..., w;g) conditional on d, J;,
and human capital arriving between time 3 and 3 + d7 (write this conditioning as H;s = 1).

We will send the rest of the d;’s to zero (other than d7, d9, and d11). Since we condition on
human capital arriving between period 3 and 3 + d7, we know that the wage in the first period
will be approximately R;4¢o, the second period R;pgo, the fourth R;401,and the sixth R;gp1. As
before for the third and the eighth period the wage can take two values depending on whether
the job-to-job transition was voluntary or not (R;a00 or Riapo in 3 and R;sp10r Riap1 in 8). For
period 5 the wage can take 3 values depending on outside offers: either R;40; if no outside
offers, R;4p; if an offer from a B type only, or 71;4 if an offer from an A type. Similarly in period
7 the wage can take 2 values depending on whether there was no outside offer (R;g1) or an
outside offer from a B firm (77;5).1° This gives a total of 2 x 2 x 3 x 2 = 24 different possibilities.

Analogous to above we define p3 and pg be the limit as dy, ..., d¢, ds, d10, d12,d13 | 0 of the
conditional probability that the job-to-job transitions are voluntary at time 3—d¢ and 8 — dy3,
respectively.

Putting this together can identify the complicated expression with the relevant 24 terms.

10Gince we are considering AB types they could not have gotten an offer from an A firm or they would have left
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We now have sixteen new terms that have not been previously identified.

d)E [exp (i (s1®;4000 + 52iBooo + 53@iAB00 + S4@;A011 + (S6 +57) @;po11 + (S5 +58) @;ap11)) | AB, 6]

(e)E [exp (i (514000 + S2iBoo0 + S3@iaBo0 + (54 + 55 +58) @iao11 + (S6 +57) @ipo11)) | AB, 4]

f)E [exp (i (51@i4000 + 52®iBooo + S3®0; oo + (54 + 88) @ja011 + 85@iaa11 + (S6 + 57) @ipor1)) | AB, 4]

$)E [exp (i (51®;4000 + 52@;Booo + 53@iaBo0 + (S4 + 88) @iA011 + S5@ia411 + S6@;po11 + S7@;pp11)) | AB, ;]

i (51;4000 + 52@iBooo + S3@iaBo0 + (S4 + 8) @iA011 + S5@iAB11 + S6@;Bo11 + S7@iBB11@;B)) | AB, ;]

i ((s1+53) @ja000 + 52@iBoo0 + (54 + 85) @ia011 + S6@ipo11 + S7@;pB11 + 58@iaB11)) | AB,J]

i ((s1 4 53) @ A000 + S20iBo00 + S4@iA011 + S5@ia 411 + (S6 + 57) @ipo11 + Ss@iap11)) | AB, 6]

i ((s1+53) @iA000 + 52@iB000 + 54®@;A011 + 55@iaA11 + S6@iB011 + S7@;pB11 + S8@iaB11)) | AB, ]

i (51 +83) @ia000 + 52@iB0o0 + 54@i011 + (85 + 58) @iaB11 + S6@io11 + 57@ipB11)) | AB, ]

i ((s1+ 53) @jA000 + 52@iBoo0 + (54 + 55 + 58) @; 011 + S6@iBo11 + 57@ipp11)) | AB, ]

i ((s1+ 53) @000 + 52@iB000 + (54 + 58) @ia011 + 550411 + (86 +57) @;jpo11)) | AB, ;]

i ((s1+ 53) @000 + 52@iBoo0 + (54 + 88) @ia011 + 550;A411 + S6@iBo11 + 57@iBB11@iB)) | AB, ;]

i ((s1+ 53) @000 + 52@iBoo0 + (54 + 58) @ia011 + S5@;AB11 + S6@iBo11 + 57@iBB11)) | AB,Ji].

We use the same basic approach as above. When we set various values of s; to zero we can
identify the components. To see how to identify all of these terms, setting s3 = sg = s5 = 0 all

of the terms simplify to either
Eexp [i (51@ia000 + 52@iBooo + 4@ A011 + S6@ipo11 + S7@ipp11) | AB, di],
or
E exp [i (51®;4000 + S2@iBo00 + Sa@ia011 + (S6 + 57) @ipo11) | AB, 6] .

However, we have already shown identification of latter of these terms, which means the for-
mer is identified. Identification of this gives identification of term (m). Using a similar argu-
ment, setting s3 = s; = sg = 0 we can identify term (n). Given these setting s3 = s5 = 0 we
can show that (p),(i) and (I) are identified. Setting s3 = ss = 0 we can identify (0), s3 = sy =0
gives (j), ss = sg = 0 gives (e), and s; = sg = 0 gives (f). Now with these setting s3 = 0
gives (k), s = 0 gives (g), ss = 0 gives (a), (d), and (h), and sy = 0 gives (b). This leaves
only term (c¢) which is identified by varying all 8 terms given knowledge of all the other terms.
This is the characteristic function for the joint distribution. Thus, we have shown that the
joint distribution of wages for type AB workers can be non-parametrically identified, since the

characteristic function uniquely determines the distribution.

Identification of the Distribution of Wages for the Other Types

Using a symmetric argument reversing A and B we can show that the distribution of
(Riaoo, 7tia, Rip.ao, Rigoo, 7tis, Riao1, Ripa1, Ripot)
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conditional on C; = BA.
Next, consider the AO types. We will use an argument similar to above, though it will be

much simpler as there are fewer labor market statuses to worry about.

Table D4
Labor Market Statuses for A0 workers

1 jG,t) | h(i,t) | €G,t) | ho(i,t) | Wage | log(Wage) |

A 0 0 0 RiA00 i 4000
A 0 A 0 TTiA @i AA00
A 1 0 0 Ri00Y1 ©; A000
A 1 A 0 a1 @A A0
A 1 0 1 Riz01¢1 @;A011
A 1 A 1 a1 @iAA11

From Table D4 one can see that for an A0 worker wages depend on the joint distribution of

just three objects (in addition to )

(Ria00, TTia, Riao1)-

Since there are three objects to identify we only need to use the first three periods. We
consider the following the transition path. People begin non-employed at time zero and we

will take dy > 1

Transition Time
Start at A 1—d;
Move to non-employment 1+d,
Start at A 2—ds
Move to non-employment 24 dy
Still Working 3

Spell starting at A type firm after 3

Let T; be the duration of the spell with the hazard rate v;.
We can identify

Eexp [i (s1wj1 + spwip + s3wiz + 54T;) | d]
P (54)

=P(AB | d)Eexp [i (s1wi1 + s2wip + s3w;3 + 547;) | AB, d]
+ P(BA | d)Eexp [i (s1wi1 + Sawip + s3wj3 + s3v;) | BA, d]
+ P(AO0 | d)Eexp [i (sywjy + sawjp + s3wiz + $40;) | AO,d].
Since everything else in this expression is identified, we can identify
Eexp [i (s1wi1 + Sowip + s3wiz + s40;) | AO,d|.
Furthermore, analogous to the argument above using d7, we now vary d; to identify the
expected value of (wj;, wip, wi3, d;) conditional on d and human capital arriving between time

1 and 1+ d, (write this conditioning as H;» = 1). Then we can identify

Eexp [i (sywi + sawpp + s3wiz + $46; [1 — P*Pa]) | AO,d, Hp = 1].
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In this case there is only one thing to worry about - whether the worker received and offer

from another A firm between periods 2 and 3. Thus taking d; | 0 and d3 | 0 we can identify

i E&P [i (s1wi1 + sowip + s3wis) | A0, d, 6;, Hp = 1]
m
1,430 ¢z (1) Pz (s2) P (s3)

=e MEexp [i (5104000 + [52 + 53] @ia011) | A0, ]

+ (1 — E_AA) E exp [i (s1@;4000 + S2@ia011 + 53@iaa11) | AO, 4.

Set s3 = 0 and we can identify E exp [i (s1®@;a000 + S2@ia011) | A0, 6;] . Knowledge of this gives
knowledge of Eexp [i (s1®;a000 1 [s2 + 53] @ia011) | A0, d;] and then allowing s;3 to vary means
we can identify Eexp [i (@;4000 + S2@ia011 + 53®@iaa11) | A0, ;] and thus the joint distribution
of (R;400, 7Tia, Ria01) conditional on é; for C; = AO.

An analogous argument gives identification of the joint distribution of (R;poo, 7tig, Rio1)
conditional on ¢; for C; = B0.

Thus, we have shown that wages, turnover parameters, and type proportions are identi-

fied.
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Appendix E Robustness and Identification in Practice

Here we provide more details on the exercises discussed in Section 9 of the paper. In Section

9, we discussed five different checks. The main results were presented in the paper, but the

details of four of the checks were not. We present the details in this section. We also present

some more details on the exercise in Section 9.1.

E.1 Alternative Auxiliary Parameters

We discuss this in more detail in the main text of the paper in Section 9.1, but here we show

how the estimated parameter values differ across the specifications.

Table E.1: Estimation under Alternative Auxiliary Parameters: Sensitivity of Structural Param-

eters
Baseline  Alternative1  Alternative2  Alternative 3

Eq Mean worker productivity 4.263 3.1% 0.9% 3.6%
oy Std dev of worker productivity 0.217 1.6% 1.0% -1.9%
T Std dev of match productivity 0.212 5.7% -0.6% -0.8%
a Weight on log wage 3.574 -39.5% 88.7% 2.7%

B Bargaining power 0.848 2.2% 2.1% -2.6%
Pt Probability of imm offer upon job dest ~ 0.391 -4.2% 6.0% 1.3%
AT Non-employment job offer arrival rate ~ 0.993 22.6% 0.4% 7.2%
A¢ Employment job offer arrival rate 2.076 -36.2% -4.6% -3.7%
s Mean of log job destruction dist -2.950 17.1% 12% 0.6%
05 Std dev of log job destruction dist 2.273 -31.0% -6.6% -0.1%
b x100  Coef on linear term (human capital) 0.209 -468.1% 181.6% 36.1%
b x100  Coef on quadratic term (human capital)  0.094 117.0% -32.2% 26.3%
oz Std dev of measurement error 0.139 0.2% 0.7% 0.0%
fu Firm utility parameter 2185 25.9% 155.4% -17.9%
fo Firm productivity parameter 0.141 2.1% -11.9% -5.3%
fup x100  Firm utility x productivity parameter 0.370 1709.9 % -6867.5% -3746.1 %
7 Std dev of idiosyncratic non-emp utility ~ 0.352 52.7 % 11.1% 133 %
Yo Worker ability cont to flow utility -0.274 72.1% 6.8% 1414 %

E.2 Estimation Under Alternative Restricted Models

In this subsection, we discuss our estimates of restricted versions of the main model. In each

model we eliminate one of the proposed drivers of wage variance and see how this affects the

fit of the model, the structural parameters obtained, and most importantly the counter-factual

scenarios.

11

N Eor search frictions we do not quite eliminate it, but make it much weaker.




Table E.2 show the results from seven different restrictions on the model. Given the compu-
tational time in doing this exercise, we use fewer worker simulations. In our base estimates we
simulate 1,580,000 worker histories, but in these cases we use 158,000. The simulation error is
small relative to the differences in the counterfactuals. For this reason, the results for the base
model do not exactly correspond to the estimates in the main results in the paper, but one can
see they are very close. In the rows with the auxiliary parameters, the first column shows the
data values and then each column show the percentage difference between the real and sim-
ulated data starting with the baseline estimation. In the rows with the structural parameters,
the column with the baseline model shows the parameters obtained previously and all other
rows show the percentage difference. Finally, the counterfactuals are presented in the bottom
of the table.

In the first restricted model in Table E.2, we eliminate human capital accumulation via
learning by doing (b1 = by = 0). This model fits well except for the parameters of the estimated
wage equation (experience, experience?, and tenure?). The counterfactuals are very similar.
This is not surprising. Human capital operates fairly orthogonal to the other mechanisms in
the model.’> We next eliminate bargaining by setting = 1. In this case, surprisingly, we
can actually fit the tenure squared auxiliary parameter, but one can see that this is done by
changing the human capital parameters (b; and by) such that we do not match those auxiliary
parameters. This makes very little difference to the counterfactuals in the end. The fact that
this fit is relatively good is in large part because the coefficient on tenure squared is relatively
small. This means that we can fit it in a model without bargaining. This is also clear from the
next subsection, where we measure the sensitivity of the auxiliary and counterfactuals to the
structural parameters, the link between the bargaining parameter and the coefficient on tenure
squared is clear.

Eliminating premarket skills across jobs (c,» = 0) causes the model to miss wildly on the
between job variance. The reason that the model does not generate more between job variance
by increasing f, is that this would cause E(w;;w_;;) to overshot. Eliminating all variation in
premarket skills (yg = 0p = opr = 0), the model misses in both the between job and between
person variances.

Next, we eliminate preferences for non-pecuniary aspects of jobs. First, we set the variance
of the prefence across workers within a job to zero by setting var(vf}) = 0. In the baseline
estimation « was estimated instead of var(vl?;), which we normalized to 1. We now fixa =1

instead. This leads the model to miss in many dimensions. The two most important ones

12Except that is of course interacts with frictions, since workers need to be employed to accumulate it.
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Table E.2: Estimation under Alternative Models: Sensitivity of Auxiliary Parameters, Struc-
tural Parameters, and Counterfactuals

Base No No No Pre. No Pre. No Tastes No Tastes A =10.0

Model LBD Monop. Across Total Across Total A¢ =100
Avg. Length Emp. Spell 377 0.1% -2.5% 2.1% -0.3% -7.5% 11.6% 2.4% 10.4%
Avg. Length Nonnemp. Spell 914 -0.3% -1.8% 1.6% -0.6% 4.7% -34.9% -37.5% -34.4%
Avg. Length Job 106 -0.0% -1.3% -1.2% -2.4% -10.9% -7.2% -16.7% -26.0%
Sample mean Wigjt 4.50 0.0% 0.0% -0.1% 0.0% -1.1% 2.1% -0.4% 0.0%
Between Persons <100 8.03 0.2% -5.0% 0.5% -0.5% -81.5% -18.6% -23.3% 5.5%
Between Jobs x 100 2.87 -0.2% -1.7% -0.4% -58.7% -55.6% -10.5% -13.2% -10.7%
Within Job x 100 1.49 0.1% 0.5% -0.5% 9.7% 8.6% 7.3% -0.1% 2.9%
E (@sz?),,[j) % 100 0.77 0.1% -3.0% -21.2% 6.9% 9.9% -24.3% -41.2% 0.8%
E (F,i(]jwu /‘) x 100 0.69 0.1% 3.7% 5.5% 0.4% 14.1% 8.7% 33.3% 10.7%
CUZ}(?,MI', §i[j) x 100 8.18 0.6% -8.5% 0.6% 3.6% -5.8% -30.7% -77.0% -52.5%
Fraction Wage Drops 0.400 -1.8% 1.5% 4.2% 6.5% 4.2% -27.1% -41.2% -9.8%
Coeff Experx100 248 -0.4% -31.1% -23.4% 6.2% 15.8% 9.7% 11.9% 17.2%
Coeff Exper2 x 1000 -0.291 -0.4% -61.9% 16.2% -0.2% 21.7% -6.6% -0.6% 6.0%
Coeff Tenure? x 1000 -0.460 0.2% 34.0% -2.2% 4.5% -0.9% 28.5% 16.4% 6.1%
Var(Nonemployment) 16000 1.4% 6.7% -1.2% 2.5% 1.7% 6.3% 17.3% 75.8%
Cov(w;, Non-employment) -3.42 -0.1% 5.1% 0.3% -0.5% -85.4% 16.2% -1.0% -5.3%
Var(Employment Dur) 102000 1.0% 0.4% -0.3% 0.4% -5.4% 2.7% 0.4% 2.7%
Invol Job to Job 0.205 0.0% -0.2% 1.3% 0.5% 3.8% -24.3% -7.5% 7.7%
Egy 4263 1.9% -2.9% 4.2% 2.2% -2.3% -6.6% -6.6%
0y 0.217 4.3% 4.0% 20.8% - -2.5% -6.1% 7.5%
Typ 0.212 2.0% 1.6% - - -0.1% 0.0% 8.0%
o 3.574 -2.4% -22.5% -14.4% -4.7% - - 35.0%
B 0.848 -7.6% - -3.1% 0.1% -31.6% -31.7% -15.6%
P* 0.391 0.4% 5.7% 2.2% -0.2% -0.0% -0.0% 39.9%
Alt 0.993 26.4% -16.4% -1.7% -17.9% 146.8% 227.4% -
A¢ 2.076 11.3% 1.2% 6.4% 5.2% 112.5% 134.8% -
Hs -2.950 -2.0% -0.3% -1.9% -16.5% 20.1% 2.9% 16.5%
o5 2273 1.3% -6.7% -1.3% -12.1% -0.1% -0.0% 3.8%
by x 100 0.209 - 2969.5% -393.7% -175.1% 19.0% 20.3% 27.7%
by x 100 0.094 - -618.1% 92.1% 84.4% -18.6% 9.6% 33.2%
o 0.139 0.6% 2.6% 3.9% 6.2% 0.0% 0.0% -0.2%
fu 2.185 -6.1% -11.8% -8.2% -20.9% -90.7% - -16.3%
fp 0.141 8.1% -14.9% -1.9% -1.0% -0.0% -0.0% 43.7%
fu,p <100 0.370 2783.0% 116.3% -2419.8% -2823.7% 0.2% 0.2% 4780.3%
oy 0.352 -4.0% 29.1% 12.8% 6.2% -86.5% -86.5% -6.0%
Yo -0.274 16.7% 56.2% -174.3% -408.5% 36.5% 36.5% 365.3%
Full Model 0.105 0.100 0.104 0.087 0.022 0.088 0.082 0.106
No Learning by Doing 0.096 0.100 0.098 0.081 0.013 0.081 0.074 0.096
No LBD/Monopsony 0.093 0.096 0.098 0.077 0.008 0.071 0.065 0.091
No LBD/Monop./Premarket Across 0.049 0.050 0.053 0.077 0.008 0.032 0.025 0.041
No LBD/Monop./Premarket Total 0.008 0.008 0.006 0.008 0.008 0.006 0.006 0.010
No LBD/Monop./Search 0.086 0.090 0.093 0.078 0.007 0.059 0.050 0.085
No LBD/Monop./Nonpecuniary 0.087 0.091 0.091 0.074 0.004 0.068 0.065 0.084
No LBD/Monop./Pre. Across/Search 0.049 0.049 0.053 0.077 0.008 0.031 0.024 0.039
No LBD/Monop./Pre. Total/Search 0.007 0.006 0.005 0.007 0.007 0.005 0.004 0.007
No LBD/Monop./Pre. Across/NonPec. 0.048 0.049 0.052 0.074 0.004 0.031 0.025 0.039
No LBD/Monop./Pre. Total/Nonpec. 0.006 0.007 0.005 0.003 0.004 0.006 0.006 0.009
No LBD/Monop./Search/Nonpec. 0.061 0.068 0.066 0.072 0.000 0.054 0.050 0.070

No LBD/Monop./Pre. Across/Search/Nonpec. 0.047 0.047 0.051 0.072 0.001 0.030 0.024 0.038




are the fraction of wage drops and the correlation across workers in tastes of jobs E(S;7_i;).
Trying to fit these, the model misses on other auxiliary parameters as well. Including the non-
employment rate and the correlation of wages with coworkers.

We next eliminate preferences for non-pecuniary aspects of jobs completely by setting the
variances of firm and match specific non-pecuniary terms to zero (f, = var(vl?;-) = 0).13 Thus,
workers now chose jobs simply by maximize wages. In addition to the two auxiliary parame-
ters from before the correlation between the preference for the job and wages, E(@;;7—;), is off
as is E(w;w_j ), since the parameters that determine it are related to the first.

We cannot completely eliminate search as in that case all individuals would start at their
favorite job immediately and never leave making the model not very interesting and making
it impossible to even measure many of our auxiliary parameters. Instead, we just increase
the value of the arrival rates to 10. As predicted we are way off on-the-job length auxiliary

parameters, but the counterfactuals change very little.

E.3 Sensitivity of Auxiliary Parameters and Counterfactuals to Alternative Struc-
tural Parameters
In the following three tables (E.3a-E.3c) we change the structural parameters to alternative
values to see what happens to the counterfactuals and the auxiliary parameters.
In each of the tables the first row shows the value we change the structural parameters to.

The first column show the main specification estimated in section 8 of the paper.

l3Again, we fix x = 1.
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There are a lot of parameters, so we avoid a full discussion. Our view is that generally
the identification map in Table 2 of the paper does quite well in giving an intuition of where
identification is coming from. Some of the minor changes have to do with selection in terms of
who works.

It should be pointed out that the identification map in Table 2 is overly simplified. This is
because a lot of the parameters interact. For example, since human capital affects the relative
taste for leisure when we eliminate human capital the moments related to duration of non-
employment spells increase. This does not mean human capital helps identify this parameter
in practice, though, because the arrival rate of jobs from non-employment would adjust to fit

that moment.

E.4 Sensitivity of Results to Alternative “Normalization”

7

Recall, that in our main specification we made two “normalizations.” However, given our
functional form assumptions those are not precisely normalizations. Non-parametrically they
would be, but once we have restricted the distribution of the error terms to be jointly normal, it
is not formally innocuous. In this subsection, we show that if we use a very different “normal-
ization” where we fix § = 0 and « = 1 and then estimate Uar(v}’j) together with cov (UZ-, vf}),

we get the same main results, while the parameter estimates of course differ.

To understand the issues, consider our parametric model

log (i) = 0+ pj +70]
wig(rpn) = (6 +log(pn)) + (wp! +pt ) + (wof, + o)
wir = a[E(6:)+ 7o (6 — E(60:)) +vjy] -

If we ignored the bargaining (i.e. B = 1) part there are two normalizations that would be

needed.

e A scale normalization on utility since utility is only identified up to scale. We essentially

impose this in estimation by normalizing the variance of v;; to be one.
e The second is to note that once we have the scale, we can identify
p p wy .2 P u
cov (vi]-, av;; + vi]) =00, + cov (vi]., vz-]») ,

so one can see that we cannot separately identify a from cov <vfj, vl“]) Loosely speaking,

we have two pieces of information from the data. The first is wages from which we

E-8



can identify 77;; and the second is revealed preferences from which we can identify the
ranking of jobs. There are two reasons why the two rankings (productivity and utility)
do not coincide. First, the strength of the covariance between the two in the joint offer

distribution and second the value of . We deal with this in the main specification by

P u
ij Vi
nice interpretation as the relative weight one puts on wages relative to non-pecuniary

normalizing cov (v > = 0, so « is identified from this covariance (which has the

aspects).

In the non-parametric framework, we showed that j is not formally identified. When we in-
clude bargaining some of these normalizations are not quite normalizations anymore, because
we are assuming parametric distributions on the error terms and with bargaining wages are
nonlinear. Intuitively, once we have made the “normalizations” above,  should be identified
from the growth of wages on-the-job, since we have essentially pinned down the scale of the
analogue of V;4 — Vjp. But intuitively, the value of f depends very much on these normaliza-
tions and a different normalization would lead to a different .

To explore this, we try a different parameterization (which we think of as a normalization,
but formally is not). We estimate the model fixing p = 0 and « = 1, but we relax our other two
assumptions by allowing the variance of vj; to be free as well as cov (UZ., vZ) .

We use the specific parameterization

log(mij) = i+ u} +0pv
wii(mmjpp) = (6; +log(yn)) + (y]p + y}‘) + (”105‘ + azv?j) )

where the v's are both standard normal and uncorrelated with each other. Since they are jointly
normal, it is a general way to do this. Thus, 0'12, is the variance of the productivity error term,
opaq is the covariance between the productivity and the taste error terms and a? + 43 is the
variance of the taste error term.

This proved to be a challenging exercise. In the base model, § was pinned down by the
magnitude of the tenure effect (proxied by the coefficient on tenure squared). Setting § = 0 to
get a similar low level of tenure effect requires a model in which workers are much closer to
indifferent between all jobs. This requires the variance of the error term in the utility function
(al UZ. + azv?j> to be very small. When that happens, the model is going to be sensitive to other
parameters and hard to estimate. We simplified the model further by assuming yg = 1 and the

variance of v}, in the utility for non-employed to be zero and we no longer try to fit the vari-

ance of non-employment durations or the correlation between wages and non-employment
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durations. In practice, these parameters are very hard to pin down, but not important for the
counterfactuals, so we do not lose much by ignoring them.

The second issue is human capital. This is another reason why one can get bargaining to
be important. Since the value of human capital is higher on-the-job than off-the-job when high
human capital workers get hired they get a very low initial wage leading to a substantial return
to tenure when they subsequently get outside offers.

Our estimate of this model is presented in Table E.4.

We make a few comments about the results:

e The fit is not as good as in our base case. The main issue is human capital. The proposed
model cannot fit both the human capital profile, which we understate, and the magnitude

of the returns to tenure, which we overstate.

e The small values of 4; and a, indicate the main part of the trade off. The variance of the

v;; terms is very low, so workers are close to being indifferent between the different jobs.

e Most importantly the main results of the counterfactual simulations are quite similar to

our main model.

e The one odd exception is learning by doing. In this case, inequality goes up when we
eliminate it. The reason is because we eliminate heterogeneity by allowing people to
learn instantly, everyone has the maximum value. That increases inequality because it
makes the bargaining more important (high human capital workers with an outside offer
earn much more than high human capital workers directly hired from non-employment).
If we eliminated human capital the other way-by assuming you never learn at all-we find

that inequality decreases.
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Table E.4: Sensitivity of Results to Alternative “Normalization”

Base New
Data Model Model
Avg. Length Emp. Spell 377 377 377
Avg. Length Nonnemp. Spell 91.4 91.2 95.9
Avg. Length Job 106 106 107
Sample mean w;yj; 4.50 4.50 441
Between Persons x 100 8.03 8.00 7.60
Between Jobsx 100 2.87 2.88 3.04
Within Job x 100 1.49 1.49 1.42
E (@jg@_isj) x 100 0.77 0.77 0.73
E ('f_igjzﬁig) x 100 0.69 0.69 0.69
cov(7_jgj, Si¢j) x 100 8.18 8.21 8.69
Fraction Wage Drops 0.400 0392  0.391
Coeff Exper x100 248 247 1.80
Coeff Exper? x 1000 -0.291 -0.292  -0.190
Coeff Tenure? x 1000 -0.460 -0.460  -0.602
Var(Employment Dur) 102000 102666 102518
Invol Job to Job 0.205 0.205  0.211
Eg 4.263 4.259
o 0.217  0.203
Top 0212 0212
a 0.0059
ap 0.0064
pr 0.391  0.391
Al 0.993  0.567
A€ 2.076 1.648
s -2.950 -2.880
o5 2273 2206
by x 100 0.209  0.424
by x 100 0.094 -0.021
ors 0.139  0.135
fu 2185  0.014
fr 0.141  0.129
fup x100 0.370  4.856
Full Model 0.105  0.102
No Learning by Doing 0.096  0.092
No LBD/Monopsony 0.093  0.092
No LBD/Monop./Premarket Across 0.049  0.049
No LBD/Monop./Premarket Total 0.008  0.007
No LBD/Monop./Search 0.086  0.080
No LBD/Monop./Nonpecuniary 0.087  0.085
No LBD/Monop./Pre. Across/Search 0.049  0.049
No LBD/Monop./Pre. Total/Search 0.007  0.007
No LBD/Monop./Pre. Across/NonPec. 0.048  0.049
No LBD/Monop./Pre. Total/Nonpec. 0.006  0.006
No LBD/Monop./Search/Nonpec. 0.061  0.051
No LBD/Monop./Pre. Across/Search/Nonpec.  0.047  0.046




E.5 Allowing for different degrees of complementarity between firms and workers

Our standard model of production is
log(rrz-]-) = 91' + “I/l]p + UZ

Note that since this is logs, in levels it does impose some complementarity between firms and
workers. However, since workers have log utility, this will have no impact on sorting. We do
not explicitly estimate parameters on sorting, but instead perform a robustness check to see
how the results would change in a model with more complementarity between worker skill

((% + UZ.) and the firm component y;’. In particular, we generalize the production function to

p l

log (7)) = 0+ pf + (wH +(1- w)> (6; — 0+ vy))

where p* is the largest value of yf and p'is the lowest. Note that when w = 0 we are in our
base case, when w = 1 all workers are equally productive at the least productive firm.

We re-estimate the model with w = 1/2 and w = 1 and present the results in Table E.5. In
the first panel, we show the fit of the model in terms of deviations from the targeted auxiliary
parameters. One can see that both models fit very well. The next panel presents how the
estimated parameters differ from the baseline model. In some cases the deviation is quite
large-though the interpretation of some of the parameters are now very different.

Most important in the third panel we re-simulate the model decomposition. The main
results of the model do not change very much. Premarket skills remain the most important-
and the relative importance of the across variation in premarket skills is remarkably similar
to the baseline case. The one thing that does change is the sign of removing search frictions,
which go from a relatively small negative effect to a similar magnitude positive effect. This
occurs almost by assumption-a positive « means that finding a good match is relatively more
important for high 6; workers than for low ones. This mean that relaxing search frictions
helps those individuals. For a similar reason when a = 1, eliminating preferences for non-
pecuniary aspects of jobs also increases inequality. We view & = 1 and a = 1/2 as quite
extreme parameter values, but ultimately this is an empirical question that we leave for future

work.
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Table E.5: Sensitivity of Results to Alternative Parameterization of Production Function

— P 7 —
log (1) = 0+ p; + <“H +(1- 04)) (6: — 0+ vy)

Data Baseline Model

x=0 &= % x=1
Avg. Length Emp. Spell 377 0.1% 0.3% 0.4%
Avg. Length Nonnemp. Spell 91.4 -0.3% -1.9%  -1.0%
Avg. Length Job 106 -0.0% -0.4%  -0.7%
Sample mean w;yj; 4.50 0.0% -1.5%  -3.4%
Between Persons x 100 8.03 0.2% -0.0%  -3.2%
Between Jobsx100 2.87 -0.2% 22%  -3.1%
Within Jobx 100 1.49 0.1% -1.2% 0.1%
E (@igjw_jj) < 100 0.77 0.1% 2.7%  -0.3%
E (7_1'3]'@1[1) x 100 0.69 -0.1% 0.7% -1.8%
cov(¥_jj, Siej) < 100 8.18 0.6% -0.5%  0.8%
Fraction Wage Drops 0.400 -1.8% -1.8%  -1.6%
Coeff Exper x 100 2.48 -0.4% -1.8%  -0.3%
Coeff Exper? x 1000 -0.291 -0.4% 1.9% 0.4%
Coeff Tenure? x 1000 -0.460 0.2% -0.3%  -2.0%
Var(Nonemployment) 16000 1.4% 0.2% 2.0%
Cov(w;, Non-employment) -3.42 -0.1% -04%  -1.1%
Var(Employment Dur) 102000 1.0% 1.0% 1.0%
Invol Job to Job 0.205 0.0% 02%  -0.9%
Eg 4.263 -1.6%  -3.0%
o) 0.217 18.7%  49.2%
Typ 0.212 21.1%  35.0%
« 3.574 -0.0%  -0.0%
B 0.848 1.5% 0.0%
p* 0.391 0.1% 0.3%
Al 0.993 -02%  -0.1%
Af 2.076 1.0% 4.4%
s -2.950 0.0% 0.0%
g 2.273 -0.3%  -0.4%
b1 x 100 0.209 267.3%  -7.4%
by x 100 0.094 -52.2%  5.9%
ord 0.139 0.0% 0.0%
fu 2.185 -1.8%  -0.0%
fp 0.141 -42.0%  -80.4%
fu,p x100 0.370 296.3% 170.3%
o 0.352 -5.0%  -15.1%
Yo -0.274 264%  89.2%
Full Model 0.105 0.104  0.101
No Learning by Doing 0.096 0.095 0.092
No LBD/Monopsony 0.093 0.093 0.089
No LBD/Monop./Premarket Across 0.049 0.047  0.041
No LBD/Monop./Premarket Total 0.008 0.003  0.000
No LBD/Monop./Search 0.086 0.100  0.115
No LBD/Monop./Nonpecuniary 0.087 0.092  0.098
No LBD/Monop./Pre. Across/Search 0.049 0.054  0.044
No LBD/Monop./Pre. Total /Search 0.007 0.002  0.000
No LBD/Monop./Pre. Across/NonPec. 0.048 0.057  0.044
No LBD/Monop./Pre. Total/Nonpec. 0.006 0.001  0.000
No LBD/Monop./Search/Nonpec. 0.061 0.075  0.102

No LBD/Monop./Pre. Across/Search/Nonpec. 0.047 0.062  0.044
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